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Abstract. Conventional inversion of the discrete Fourier transform (DFT) requires all DFT coefficients to be
known. When the DFT coefficients of a rasterized image (represented as a matrix) are known only
within a pass band, the original matrix cannot be uniquely recovered. In many cases of practical
importance, the matrix is binary and its elements can be reduced to either 0 or 1. This is the
case, for example, for the commonly used QR codes. The a priori information that the matrix is
binary can compensate for the missing high-frequency DFT coefficients and restore uniqueness of
image recovery. This paper addresses, both theoretically and numerically, the problem of recovery
of blurred images without any known structure whose high-frequency DFT coefficients have been
irreversibly lost by utilizing the binarity constraint. We investigate theoretically the smallest band
limit for which unique recovery of a generic binary matrix is still possible. Uniqueness results are
proved for images of sizes N1 ×N2, N1 ×N1, and Nα

1 ×Nα
1 , where N1 ̸= N2 are prime numbers and

α > 1 an integer. Inversion algorithms are proposed for recovering the matrix from its band-limited
(blurred) version. The algorithms combine integer linear programming methods with lattice basis
reduction techniques and significantly outperform naive implementations. The algorithm efficiently
and reliably reconstructs severely blurred 29 × 29 binary matrices with only 11 × 11 = 121 DFT
coefficients.
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1. Introduction. The paper address the problem of reconstruction of binary images from
limited sets of discrete Fourier transform (DFT) coefficients. We are interested in exact pixel-
by-pixel reconstruction of general images without any structure or known properties, i.e.,
under the conditions when the methods based on machine learning are not expected to be
efficient. Images whose DFT coefficients are lost outside of a given pass band are blurred and
therefore the problem we are addressing is that of de-blurring. A typical application is de-
blurring of QR codes or similar rasterized images in which only two colors are present. Forms
such as Data Matrix codes and QR codes are used in applications ranging from industrial
tracking to advertising [19]. If the stored information is lost due to a corrupted signal at
high frequencies, the results of this paper allow one to recover the original code. Therefore,
the main advance reported below is the ability to reconstruct not very large but seemingly
random binary images. The paper builds upon our previous results for the one-dimensional
case [38], which were, in turn, related to the work of Tao [61], Tropp [63], and the recent work
of Pei and Chang [47].
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Images are often blurred as a result of low-pass filtering, either due to physical limitations
of the image acquisition process [7, 42], or due to application of various filters for image de-
noising and compression [22, 30]. In either case, DFT coefficients of the blurred image outside
of the pass band are below the noise level and, for practical purposes, lost. If no additional
information is available, it is, in principle, impossible to recover the image precisely. However,
if it is known a priori that the original image is binary (contains only two known values),
and enough DFT coefficients are known with sufficient precision, we can utilize the binarity
constraint to reconstruct all pixels precisely. This is demonstrated below both theoretically
in the form of uniqueness theorems and numerically for severely blurred QR codes with the
size of up to 29× 29.

Of course, once an image is recovered, we can also compute all of its DFT coefficients,
including those that were not known beforehand. We say that, by retrieving the DFT coeffi-
cients located outside of the original pass band, we increase the image resolution. If the loss
of resolution occurred due to physical limitations of the image acquisition process (such as
exponential decay of evanescent waves), and we have recovered the DFT coefficients outside of
the physically-imposed pass band, we say that we have achieved the effect of super-resolution
– that is, we have resolved computationally the details that are not visible directly under the
experimental conditions.

In image de-blurring applications, a priori information unrelated to the missing DFT co-
efficients is often available. In such cases, powerful techniques can be developed to achieve
recovery of the exact image. Feasibility of achieving super-resolution with meaningful prior
information has been demonstrated in many works [43, 45, 53]. A well-studied example is the
case of sparse images, which contain relatively few nonzero pixels. It was shown that the knowl-
edge that the original image is sparse allows for stable recovery with severely under-sampled
measurements [15, 16, 11]. Corresponding fast reconstruction algorithms have been exten-
sively developed [64, 6, 4, 5]. The sparsity constraint can be independent of the Fourier bases,
but there exist many relevant results specific to the Fourier coefficients, including those appli-
cable to random [51, 54] and deterministic measurements [2]. In particular, sparse fast Fourier
transform techniques [49, 48] are used to quickly recover sparse vectors, that may or may not
have additional known structure. In these problems, however, sampling of high frequency
DFT coefficients is required, which are outside the typical pass band considered in this paper.
Additional techniques for achieving super-resolution (non-sparsity regularization frameworks)
have also been developed, including nonlinear interpolation [50, 31], Laplacian [33, 39] and
total variation [3, 55] regularizations.

However, the above techniques rely on assumptions about the images, which limit gener-
ality of application and which we wish to avoid in this paper. Instead, we utilize a different,
yet still a fundamental constraint. Namely, we consider the case when each pixel of the image
can take only two different, a priori known values. As was shown in our previous work [38],
the problem can be reduced by a simple transformation to that of recovering an image whose
pixel values can be either 0 or 1. We say that such images are binary. We will use no ad-
ditional assumptions on the spatial distribution of zeros and ones, and will be interested in
recovering the original image precisely from a limited set of DFT coefficients. Note that, while
there exists some overlap between the conditions of binarity and sparsity, a binary image can
contain substantially more nonzero entries (roughly half of the total) than a typical sparse
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image. In such cases, sparsity-based recovery methods are not efficient.
Binary images and matrices have been extensively studied in the literature, motivated by

applications to imaging [14, 41, 52] and combinatorics [18, 9, 10, 60]. Recovering binary images
from incomplete data is closely related to the problem of discrete tomography [20, 21, 25, 29].
Here one tries to reconstruct a binary image from families of parallel line integrals (projec-
tions) with a small number of specified angles. This mathematical technique has applications
to medical imaging [28]. In this paper, we start with DFT coefficients and show that the
knowledge of some small sub-sets of such coefficients is similar to the knowledge of some se-
lected projections, except that the line integrals of this paper are periodic in nature, unlike
those that arise in discrete tomography. We note that Fourier transforms [65, 66, 67] as well as
specific periodic constraints [13] have been previously used in discrete tomography. However,
additional prior information is typically used in these applications (such as connectedness) to
find a binary image that is physiologically realizable. We do not apply such constraints and
consider a more general problem.

The main theoretical question addressed in this paper is the following: how many DFT
coefficients are needed to uniquely determine a binary matrix? We assume that the measure-
ments are deterministic and available within a low spatial frequency region (pass band) as
defined more precisely below. We will also be interested in recovering the image numerically.
However, even if uniqueness is guaranteed, recovery of the exact binary matrix without any
known structure is an NP-hard problem [21, 32]. In the most combinatorially challenging
regime wherein roughly half of the entries are ones and the rest are zeros, the binary matrix
is not sparse. We therefore cannot use the conventional avenues for improving the compu-
tational efficiency of recovery. Instead, we solve the inversion problem using integer linear
programming and lattice basis reduction techniques. While naive implementations of integer
linear programming quickly hit computational roadblocks and are limited to matrices with
≲ 50 entries (i.e., of the size 7× 7 or less), we have developed algorithms specifically tailored
to the problem at hand. The largest image size for which the algorithm was successfully tested
is 29× 29 with 841 pixels. We note that our algorithm allows to recover uniquely any of the
2841 distinct binary images of this size using only 11× 11 = 121 DFT coefficients.

We use typewriter-style straight letters to denote matrices (as in X) and vectors (as in x).
Elements of these structures, as well as other scalar quantities, are denoted by italic letters as
in Xnm or xn. Fourier transforms are denoted by overhead tilde. For example, X̃ is a matrix
of complex DFT coefficients of X and X̃kl is a particular element of X̃. The greatest common
divisor of two integers n and m is denoted by gcd(n,m), and we let ZN denote the ring of
integers modulo N .

2. Theoretical background.

2.1. Statement of the inverse problem. Let X be an N1 ×N2 matrix, and assume that
its entries Xmn can take only two values, either 0 or 1. The DFT of X is given by

X̃kl =

N1∑
m=1

N2∑
n=1

Xmne
2πi (mk/N1+nl/N2) .(1)
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The DFT coefficients X̃kl are periodic in each index, so that X̃kl = X̃k+N1,l+N2 . Since we will
mainly be considering the cases when both N1 and N2 are odd, it is sufficient to restrict the
indexes k, l to the symmetric intervals

−M1 ≤ k ≤M1 , −M2 ≤ l ≤M2 , where M1 = (N1 − 1)/2 , M2 = (N2 − 1)/2 .(2)

Then X̃ is the N1×N2 matrix of DFT coefficients X̃kl with the indexes restricted by (2). The
inverse DFT is defined as

Xmn =
1

N1N2

M1∑
k=−M1

M2∑
l=−M2

X̃kle
−2πi (mk/N1+nl/N2) ,(3)

which allows for reconstruction of the original matrix X from the knowledge of X̃. Generically,
if some of the elements of X̃ are not known, none of the elements of X can be reconstructed
uniquely. Indeed, it can be seen from (3) that changing only one element of X̃ changes all
elements of X.

However, with the additional constraint that the elements of X are binary, we can hope
to achieve unique inversion from only partial knowledge of X̃. We will therefore address the
following question: is it possible to reconstruct X precisely from the knowledge of only a proper
subset of its DFT coefficients? The precise problem definition is as follows.

Definition 1. We use the acronym IP(N1, N2, L1, L2) to denote the inverse problem of
reconstructing a generic binary matrix X of known dimension N1×N2 from the set of its DFT
coefficients X̃kl with indexes restricted by

|k| ≤ L1 ≤M1 , |l| ≤ L2 ≤M2 .(4)

We refer to two binary matrices X and Y as being (L1, L2)-indistinguishable if they have the
same DFT coefficients within the band (4). In the case L1 = L2 = L, we use the shorthand
“L-indistinguishable”.

Note that, since X is real, we have X̃−k,−l = X̃∗
k,l. Consequently, there are (L1 + 1)(L2 +

1)+L1L2 independent complex coefficients in the band (4), ignoring the pairs that are known
conjugates of each other.

The DFT coefficient that is always accessible in this setup is the popcount, S ≡ X̃00,
which gives the total number of ones in X. We thus assume that the value of S is always
known. In general, the problem of recovering a binary matrix X from a limited set of DFT
coefficients is most challenging when S ∼ (N1N2)/2. This is so because the total number of
binary matrices with S nonzero entries is given by

(
N1N2

S

)
.

2.2. Cyclotomic Integers. One key tool that we will use to determine whether a binary
matrix is uniquely recoverable from a certain subset of DFT coefficients is analysis of sums of
complex exponentials with integer coefficients. If two binary matrices X and Y have the same
(k, l)-DFT coefficient, then, by linearity of the DFT, we have Z̃kl = 0, where Z = X−Y. Thus,
it is useful to know under what conditions a sum of roots of unity can be zero. This problem
has been studied extensively. Some relevant results pertaining to the case when the roots of
unity are all of the same order are summarized below.
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Consider the N -th roots of unity, which are the N solutions to the equation zN = 1. These
solutions are of the form e2πi k/N , k = 1, . . . , N . If gcd(k,N) = 1, then e2πi k/N is a primitive
root of unity, and it is not a solution to the equation zM = 1 for any integer M < N . Let ζN
be a primitive N -th root of unity, and suppose that

N∑
n=1

an (ζN )n = 0 ,(5)

where the coefficients an are all integers. The sum appearing on the left-hand side of this
expression is known as a cyclotomic integer – a linear combination of N -th roots of unity with
integer coefficients.

First, consider the case when N is a prime number. Since the cyclotomic polynomial
1 + x+ x2 + ·+ xp−1 is irreducible, the equality (5) can hold only if an = c for all 1 ≤ n ≤ N ,
where c is some constant integer (see proof of Theorem 1 of [38], for example). Thus, an
important consequence of irreducibility of the cyclotomic polynomial is that, if a cyclotomic
integer of prime order is equal to 0, then all of its coefficients are the same constant integer.

Such a strong condition does not hold if N is not prime. However, one can still obtain
conditions depending on the prime factors of N . The main result for integer vanishing sums
of roots of unity is given by the following two Lemmas as stated in [36].

Lemma 2. Let M be the product of all distinct primes dividing N , and let ζM and ζN be
primitive M -th and N -th roots of unity, respectively. Then {(ζM )m (ζN )n : 1 ≤ m ≤M, 1 ≤
n ≤ N/M} is the complete set of N -th roots of unity. Moreover, for amn ∈ Z, the following
equation holds

M∑
m=1

N/M∑
n=1

amn (ζM )m (ζN )n = 0

if and only if
M∑

m=1

amn (ζM )m = 0 for all n such that 1 ≤ n ≤ N/M .

Lemma 3. Let N = pM , where p is prime and does not divide M , and let ζM and ζp be
primitive M -th and p-th roots of unity, respectively. Then {(ζM )m (ζp)

n : 1 ≤ m ≤ M, 1 ≤
n ≤ p} is the complete set of N -th roots of unity. Then, for anm ∈ Z, the following equality
holds

M∑
m=1

p∑
n=1

amn (ζM )m (ζp)
n = 0

if and only if

M∑
m=1

amn (ζM )m =

M∑
m=1

am1 (ζM )m for all n such that 1 < n ≤ p .(6)
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Lemma 2 is used to analyze roots of unity of order N where N has at least one prime power
as a divisor. Lemma 3 provides a tractable condition when N has only two prime divisors.
In this case, M in (6) is prime; therefore, by subtracting the two sums, we have a vanishing
cyclotomic integer as in (5). Thus, we can conclude that, for each fixed n, (amn − am1) is
constant for 1 ≤ m ≤M . If N has more than two prime divisors, it is much harder to analyze
(6) due to existence of the so-called asymmetrical sums [12, 34].

Building on these ideas, our previous work [38] developed the theory of recovering binary
one-dimensional signals from limited sets of DFT coefficients. Results were obtained for
vectors of prime length N , and of length of the form N = pq where p and q are two (possibly,
equal) prime factors. Two-dimensional binary DFT requires a separate analysis, but some
results can be generalized from the one-dimensional setting. We therefore briefly summarize
the pertinent one-dimensional theory below.

2.3. Summary of results on binary vectors. For vectors x of lengthN , the one-dimensional
DFT is defined as

(7) x̃m =
N∑

n=1

xne
2πim/N .

When x is known to be a binary vector of prime length p, inversion is unique with the knowl-
edge of the first two DFT coefficients x̃0 and x̃1. This is a consequence of the irreducibility
of cyclotomic polynomials (see Theorem 1 of [38]). For binary vectors of length pq (where,
possibly, p = q), the results are more subtle. Many such vectors are uniquely recoverable from
only their first two DFT coefficients, but some vectors, which have a special structure, are
not. The result is stated below as Lemma 4, which was proved in a rephrased form in [38].

Lemma 4. Let x be a binary vector of length pq, where p and q are (not necessarily distinct)
prime numbers. Then x is not uniquely determined by its DFT coefficients x̃0 and x̃1 (that is,
there exists a distinct vector y ̸= x with ỹ0 = x̃0 and ỹ1 = x̃1) if and only if, for s = p or s = q,
x has indexes a, b ∈ {1, . . . , pq} such that the following two conditions hold simultaneously:{

xα = 1 for all α = a (mod s)
}

AND
{
xβ = 0 for all β = b (mod s)

}
.(8)

Moreover, if x is not uniquely determined by x̃0 and x̃1, then a distinct binary vector y is
1-indistinguishable from x if and only if y satisfies (8) for the same a and b, except for the
permutation 0↔ 1, that is we write yα = 0 and yβ = 1.

3. Uniqueness results. In this section, we state and prove uniqueness results for binary
matrices of the size N1 × N2. Due to the complexity associated with the asymmetric sums
of roots of unity, we assume below that the total number of pixels, N1N2, has no more than
two prime divisors. The cases we cover are not exhaustive, but give a taste for the type of
super-resolution one can obtain for binary matrices.

3.1. Row- and column-wise popcounts. As previously mentioned, the global popcount
(the total number of ones in X) is given by S = X̃00. We also define the row- and column-wise
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popcounts rm and cn as

rm =

N2∑
n=1

Xmn , cn =

N1∑
m=1

Xmn .(9)

If the dimensions N1 and N2 are both prime, the next two lowest-order DFT coefficients of X
fix all rm and cn. For example, the coefficient X̃10 is given by

X̃10 =

N1∑
m=1

rme2πim/N1 .(10)

The right-hand side of (10) is a cyclotomic integer – a sum of powers of a primitive root of
unity with integer coefficients. Assuming that the global popcount S and X̃10 are known, all
rm’s are also known (as the cyclotomic integers are irreducible). This statement is a slight
generalization of the result of [38] where we proved that (10) is uniquely invertible for binary
rm; here we say that it is uniquely invertible for integer rm. The proof is a trivial extension
of the proof given in [38]. Similarly, the knowledge of X̃01 fixes all column-wise popcounts cn.
Note that this geometric equivalence is only true when N1 and N2 are prime.

Thus, the knowledge of X̃00, X̃01 and X̃10 is sufficient to recover the global and the
row- and column-wise popcounts assuming N1 and N2 are prime. In some special cases, this
information defines uniquely the whole binary matrix (a trivial example is when S = 1). In
general, this is clearly false. The problem of determining a binary matrix by its row- and
column-wise sums has been extensively studied and solved [56, 57]. In particular, two binary
matrices X and Y have the same row- and column-wise sums if they differ by an interchange,
where an interchange is defined by a quadruple (k, l,m, n) such that[

Xkl Xkn

Xml Xmn

]
=

[
1 0
0 1

]
,

[
Ykl Ykn
Yml Ymn

]
=

[
0 1
1 0

]
.

Moreover, any two matrices with equivalent row and column sums can be obtained from one
another by a sequence of such interchanges.

These results imply that, except for some very special cases, uniquely determining a binary
matrix from its row- and column-wise popcounts is an impossible task. In what follows, we
investigate how many additional DFT coefficients are required to make all binary matrices of a
given size uniquely recoverable. Below, we study matrices of dimensions N1×N2 and consider
the cases (i) when N1 and N2 are distinct primes, (ii) square matrices with N1 = N2 = N and
prime N , and (iii) square matrices with N = pα where p is prime and α > 1 is an integer.

3.2. Matrices of sizes N1×N2 with distinct primes N1 and N2. For rectangular matrices
with prime dimensions, we can prove our strongest uniqueness result. With the knowledge of
just one additional DFT coefficient (in addition to X̃00, X̃01 and X̃10), the binary matrix X

can be uniquely recovered. In line with our assumption of low frequency coefficients becoming
available first, this additional DFT coefficient is X̃11. Note that this is a stronger restriction
than the notation IP(N1, N2, 1, 1) conveys, which includes all DFT coefficients in the pass
band with |k|, |l| ≤ 1. However, we will show that uniqueness does not require the knowledge
of X̃1,−1 or of its equivalent conjugate pair.
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Theorem 5. Consider a generic binary matrix X of dimension N1 ×N2, where N1 and N2

are prime and N1 ̸= N2. If the four DFT coefficients X̃00, X̃10, X̃01, and X̃11 are known, then
the inverse problem of reconstructing X is uniquely solvable.

Proof. Denote the total number of elements as T = N1N2. Let X and Y be two distinct
N1×N2 binary matrices. Suppose that X̃kl = Ỹkl for 0 ≤ k, l ≤ 1. Consider the (1,1)-th DFT
coefficient of X,

X̃11 =

N1∑
m=1

N2∑
n=1

Xmne
2πi (m/N1+n/N2) =

N1∑
m=1

N2∑
n=1

Xmne
2πi (mN2+nN1)/T .(11)

As N1 and N2 are distinct primes, e2πi (N1+N2)/T is a primitive root of unity of T -th order,
with the complete set of T -th roots of unity given by

{e2πi (mN2+nN1)/T : 1 ≤ m ≤ N1 , 1 ≤ n ≤ N2} .

These are the roots that appear in (11), suggesting that the sum is the one-dimensional DFT
coefficient of some vector x. Let x be the binary vector of length T formed by unrolling the
entries of X according to

xα = Xmn , α = mN2 + nN1 (mod T ) .(12)

We can thus rewrite (11) as

X̃11 =

T∑
n=1

xne
2πi (n/T ) = x̃1 ,

which is equivalent to the first DFT coefficient of the one-dimensional binary vector x. Simi-
larly define the binary vector y such that Ỹ11 = ỹ1. Thus, we have two distinct one-dimensional
binary vectors, x and y of length T each, which agree at their first two DFT coefficients.
By Lemma 4, x and y must agree at all entries, except on at least one pair of indexes
a, b ∈ {1, . . . , T} that satisfy (8). Assuming s = N1 in Lemma 4, we have xα = 1 for all
α = a (mod N1). Applying this result to (12), there exists a fixed value of m = m0 such that
Xm0n = 1 for all 1 ≤ n ≤ N2. We can similarly conclude that Ym0n = 0 for all 1 ≤ n ≤ N2.
However, X̃10 and Ỹ10 fix the row sums of the matrices X and Y. As X̃10 = Ỹ10 by assumption,
X and Y must have the same row sums. We have, in contradiction, already shown that the
m0-th row of X has a row sum of N2 whereas the same row of Y sums to 0. Identical logic
holds for the case when s = N2 in Lemma 4 by, instead, finding a fixed column index that
has differing sums for X and Y. This contradicts the assumption that X̃01 = Ỹ01. Thus, by
Lemma 4, as x and y agree on their 1st one-dimensional DFT coefficient, but do not differ at
the stated indexes, they must be equal. Hence, by (12), X = Y, making the solution to the
inverse problem unique.

While results for binary one-dimensional vectors were used in the proof of Theorem 5, the
conclusion of this theorem is significantly stronger than in the one-dimensional case. Indeed,
for vectors of length T = N1N2 with N1 < N2 being both prime, one requires L = N2 to
guarantee uniqueness by Lemma 2 of [38]. In contrast, for matrices of the dimension N1×N2,
the required number of DFT coefficients does not increase with N1 or N2 but rather stays
fixed at 4.
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3.3. Square matrices of prime order N . While results for binary vectors of length T =
N1N2 were used in the above proof of Theorem 5 for rectangular matrices, we cannot use the
same approach for square matrices. This is so because, for a binary matrix X of dimension
N × N , the expression for X̃11 no longer involves a complete, non-repeating set of roots of
unity as in (11). Instead, we have

X̃11 =
N∑

m=1

N∑
n=1

Xmne
2πi (m+n)/N .(13)

The exponential factors in the right-hand side of (13) are the N -th roots of unity, and
each root appears N times (there are N2 terms in the summation). Albeit different than
in the rectangular case, equation (13) contains useful geometric information about the ele-
ments of X, similarly to the coefficients X̃10 and X̃01, which contain information about the
number of nonzero entries in each row and column, respectively. To see that this is the
case, we rewrite (13) by grouping the roots of unity as

X35

X44

X53

X12

X21

Figure 1. Solutions to
(15) with N = 5 and j = 3.
This line is referred to as hav-
ing slope -1 as the column in-
dex increases by 1 as the row
index decreases by 1.

X̃11 =

N∑
j=1

ηj e2πi (j/N) , where ηj =

N∑
m,n=1

m+n=j (modN)

Xmn .(14)

Using the fact that the cyclotomic integers are irreducible, we con-
clude that the knowledge of X̃11 is equivalent to knowing the values
of ηj for j = 1, . . . , N . This, in turn, tells us how many ones are
in each subset (labeled by j) of elements Xmn with indexes m,n
satisfying the equation

m+ n = j (mod N) .(15)

For each fixed j, the N solutions to (15) lie along a line of the
slope −1, which may be periodically extended. This is illustrated
in Figure 1. Thus, the value of X̃11 tells us how many ones are in
each line of slope -1. In this sense, X̃11 provides projection information similar to that in X̃10

and X̃01, but along the lines that are neither horizontal nor vertical but have the slope of −1.
It is a straightforward extension to show that X̃kl contains information equivalent to the

projection along a periodic line defined by the equation

kn+ lm = j (mod N) .(16)

We say that the slope of the line defined by (16) is −l/k. Note that the expression (16)
is valid for k ̸= 0. If k = 0, X̃0l counts the number of nonzero entries along the vertical
lines. An immediate consequence of the above observation is that X̃kl and X̃k′l′ provide the
same information if the periodic line classes with (k, l) and (k′, l′) have the same slope. This
happens whenever

(k, l) ∼ (k′, l′) ⇐⇒ kl′ = k′l (mod N) ,(17)
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where we have stated the condition as an equivalence relation. Note that, in general, this is a
valid equivalence relation whenever at least k and k′ (or l and l′) are relatively prime to the
congruent modulo number, which is always true if N is prime, as we assume here.

We are thus considering a periodic extension of the standard problem concerning row
and column sums of binary matrices considered in [56, 57]. Instead of asking when a binary
matrix can be uniquely determined by its projections along horizontal and vertical lines, we
are interested in how many periodic projections (and in which directions) are sufficient to
uniquely recover an N × N binary matrix. The key idea here is that, while in general we
need all N2 DFT coefficients to determine the original matrix (or (N2 + 1)/2 by symmetry
when the matrix is known to be real), in this binary setup, many of the DFT coefficients
contain the same information as another coefficient. For example, it is easy to see that, for
any prime N , X̃2,0 also gives the individual popcount along each row of X and provides no
additional information compared to X̃1,0. As another example, let N = 23; then, according
to (17), X̃7,5 provides the same information as X̃1,6. Thus, it is clear that we should not need
all N2 DFT coefficients to recover X as there are fewer than N2 independent coefficients. The
following lemma, originally due to Thue, is the key algebraic result for determining how many
coefficients are required for unique recovery.

Lemma 6. Let N be prime and define L0 = ⌊
√
N⌋. Let k and l be integers such that

|k|, |l| ≤ N − 1. Then there exist integers k′ and l′ with |k′|, |l′| ≤ L0 such that kl′ = k′l
(mod N).

A proof can be found in [59]. Equation (17) provides the condition under which two DFT
coefficients are dependent. Lemma 6 states that we can always find a solution to (17) with k′

and l′ both smaller in magnitude than L. These results are combined to obtain the uniqueness
result in Theorem 7.

Theorem 7. Consider a generic binary matrix X of known dimension N × N , where N is
prime. Let L0 = ⌊

√
N⌋. Then the inverse problem IP(N,N,L, L) (see Definition 1) is uniquely

solvable for any L ≥ L0.

Proof. It is sufficient to prove the theorem for L = L0. By the inverse DFT in (3),
knowledge of all DFT coefficients uniquely determines any binary matrix. Suppose that X̃kl

is unknown for some k and l such that |k| or |l| is greater than L0. By Lemma 6, there exists
a k′ and l′ satisfying |k′|, |l′| ≤ L0 and (k′, l′) ∼ (k, l). By (17), X̃kl and X̃k′l′ are dependent
and provide identical information. As X̃k′l′ is within the assumed pass band, X is uniquely
determined.

Approaching this setup geometrically, one can represent the entries of the N ×N matrix
as a N ×N grid of points, and consider all the lines that (periodically) connect these points.
This is an example of a finite affine plane of order N [26]. It is known that each line in such
a geometry contains N points, and each point is on N + 1 lines (with N parallel classes for
each line for a total of N2 +N lines). As each DFT coefficient provides the popcount along
N lines in a parallel class, there can, in fact, only be N + 1 independent DFT coefficients (in
addition to the global popcount X̃00).

This observation implies that the condition provided by Theorem 7 is not a necessary one;
it is sufficient but necessary to know all DFT coefficients up to order L0 for unique recovery.
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However, the theorem states that at least one of the required N + 1 coefficients (in addition
to X̃00) is of the order L0. For example, for N = 17, we have L0 = ⌊

√
17⌋ = 4, but out of the

N + 1 = 18 coefficients needed (in addition to the global popcount) to guarantee recovery,
X̃1,4 and X̃4,1 are the only independent coefficients of 4th order. All other 4th order DFT
coefficients are equivalent to some coefficient of lower order by (17). One can see that, in
general, uniqueness requires knowledge of at least one coefficient of the order L0. This is so
because X̃L01 is independent from all DFT coefficients of lower order. Indeed, there are no
solutions to the equation L0l

′ = k′ (mod N) with |k′|, |l′| < L0.

3.4. Square matrices of non-prime dimension. When the dimension of a square binary
matrix is not prime, the geometric interpretation of the coefficients is not as apparent. Con-
sider a binary matrix of the size N ×N where N = pα with α > 1. The DFT coefficients can
be expressed in this case as

X̃kl =

N∑
m,n=1

Xmn e
2πi (mk+nl)/N =

N∑
j=1

ηj e2πi (j/N) , where ηj =

N∑
m,n=1

mk+nl=j (mod N)

Xmn .(18)

The last expression partitions the entries of X according to mk + nl = j (mod N) for each
integer j in the range 1 ≤ j ≤ N . We no longer refer to the entries satisfying mk + nl = j
(mod N) as a line because this fails the usual geometric definition of two lines intersecting at
most once. For example, for α = 2, the partition k = 0, l = j = 1 and the partition k = p,
l = j = 1 intersect at (m,n) = (µp, 1) for all 0 ≤ µ ≤ p− 1. Moreover, as N is not prime, the
DFT coefficients no longer uniquely determine the sums along these partitions. In particular,
the DFT coefficient X̃10 no longer uniquely determines the row sums of X. By Lemma 2, it
is possible that X̃10 = 0 as long as, for all m, the row sums rm satisfy rm = rm+µpα−1 for

0 ≤ µ ≤ p − 1. It is straightforward to see that X̃k0 yields identical information, as long
as k is not a multiple of p. When k is a multiple of p, let β = logp(gcd(k,N)). Then, for
k′ = k/ gcd(k,N), we have

X̃k0 =
N∑

m,n=1

Xmne
2πi (mk/N) =

N∑
m,n=1

Xmne
2πi (mk′/pα−β) .(19)

The second sum involves roots of unity of the order pα−β, each root appearing pα+β times.
Intuitively, this suggests that X̃k10 and X̃k20 contain different information if gcd(k1, N) ̸=
gcd(k2, N). For k < N , we have the bound gcd(k,N) ≤ pα−1. This suggests that Xpα−1,0

contains new information as compared to all the lower-order coefficients and motivates the
uniqueness result in Theorem 8.

Theorem 8. Consider a generic binary matrix X of known dimension N×N where N = pα,
p is prime and α > 1 an integer. Define L0 = pα−1. Then the inverse problem IP(N,N,L, L)
(see Definition 1), is uniquely solvable for any L ≥ L0.

Before proceeding, we state and prove the following useful lemma:

Lemma 9. Under the conditions of Theorem 8, let k′l = kl′ (mod N), and suppose that
at least one of k and l is relatively prime with p. Then Xk′l′ = 0 implies that Xkl = 0.
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Proof. Suppose that Xk′l′ = 0. Without loss of generality, assume that gcd(l, p) = 1. To
employ Lemma 2 we first collect all powers of the N -th primitive root of unity ζN . We rewrite
this coefficient as

0 = X̃k′l′ =

N∑
m,n=1

Xmn (ζN )mk′+nl′ =

N∑
µ=1

 N∑
m,n=1

mk′+nl′=µ (mod N)

Xmn

 (ζN )µ .(20)

By Lemma 2, this implies that, for 1 ≤ µ ≤ pα−1 and for all 0 ≤ ν ≤ p− 1,

N∑
m,n=1

mk′+nl′=µ+νpα−1 (mod N)

Xmn = cµ(21)

with some integer constant cµ. We need to prove that an identical expression holds for X̃kl

for all µ and ν and a different set of constants,

N∑
m,n=1

mk+nl=µ+νpα−1 (mod N)

Xmn = dµ .(22)

For fixed µ and ν, consider the indexes of terms summed in (22). Using the fact that k′l = kl′

(mod N) and that l has a multiplicative inverse, we make the following algebraic manipula-
tions:

mk +nl = µ + ν pα−1 (mod N)

mkl−1l′+nl′ = l−1l′µ + ν(l−1l′)pα−1 (mod N)

mk′ +nl′ = l−1l′µ + ν(l−1l′)pα−1 (mod N) .

Thus, letting µ′ = l−1l′µ (mod N) and ν ′ = ν(l−1l′) (mod N), we have

N∑
m,n=1

mk+nl=µ+νpα−1 (mod N)

Xmn =

N∑
m,n=1

mk′+nl′=µ′+ν′pα−1 (mod N)

Xmn = cµ′ ,

where this last equality holds from (21). Thus dµ = cµ′ in (22), which implies that X̃kl = 0.

Lemma 9 implies that X̃k′l′ and X̃kl are dependent if k′l = kl′ (mod N). What remains
to show is that this condition is satisfied for all DFT coefficients of order larger than pα−1.
We are now ready to prove Theorem 8.

Proof. Theorem 8 will be proved by showing that, for any DFT coefficient X̃kl with either
|k| or |l| greater than L0 = pα−1, there exists a DFT coefficient X̃k′l′ with |k′|, |l′| ≤ L0

that already contains dependent information. We consider three separate cases: both k and
l relatively prime with N , only one of k and l relatively prime with N , and neither k nor l
relatively prime with N .
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1) Case gcd(k, p) = gcd(l, p) = 1. By a small extension of Lemma 6, we can find k′ and
l′ that are relatively prime with p, |k′|, |l′| ≤ ⌊

√
pα⌋ < L0, and (k, l) ∼ (k′, l′), with the

equivalence relation denoted by ∼ defined in (19). We can now apply Lemma 9 to these pairs
of integers to conclude that X̃k′l′ and X̃kl are dependent.

2) Case gcd(k, p) ̸= 1, gcd(l, p) = 1. Without loss of generality, we will assume that l is
still relatively prime with p. Let k′ = gcd(k,N) ≤ L0. With this choice of k′, we can find an
l′ such that |l′| ≤ L0 and (k, l) ∼ (k′, l′). As k′l can take one of N/k′ values in ZN , and k is
an additive generator of these N/k′ values, there is some l′ ≤ N/k′ ≤ L0 such that kl′ = k′l
(mod N). As k′ was chosen to be the greatest common divisor of k and N , this choice of l′

must be relatively prime with N . Thus, Lemma 9 applies, implying that X̃k′l′ and X̃kl are
dependent.

3) Case gcd(k, p) ̸= 1, gcd(l, p) ̸= 1. In this case, let k′ = gcd(k,N) and l′ = gcd(l, N), and
without loss of generality, let l′ ≤ k′. This case can be reduced to Case 1. Setting X̃k′l′ = 0,
we have a vanishing sum of roots of unity of order N/l′

0 = X̃k′l′ =
N∑

m,n=1

Xmn(ζN )k
′m+nl′ =

N∑
m,n=1

Xmn(ζN/l′)
(k′/l′)m+n

=

N/l′∑
µ=1

 N∑
m,n=1

(k′/l′)m+n=µ (mod N/l′)

Xmn

 (ζN/l′)
µ .

This last equation is exactly the same as (20) in Lemma 9 with the substitutions N ← N/l′,
k′ ← k′/l′, and l′ ← 1. The result of Lemma 9 can now be applied, completing the proof.

The result of Theorem 8 is tight in the sense that there exist matrices that cannot be
uniquely recovered with the data bandwidth L < L0 = pα−1. Unfortunately, this implies that
we have no universal super-resolution (as defined in this paper) for square matrices of the size
N = 2α. By the even version of (2), all DFT coefficients are in the range [−2α−1 + 1, 2α−1].
With L0 = 2α−1, this range is equivalent to [−L0 + 1, L0]. Thus, the condition L = L0 is
equivalent to the requirement that the complete set of DFT coefficients be known. As an
example, consider the checkerboard matrices defined entry-wise by

Xnm =

{
0 n+m = 1 (mod 2)

1 n+m = 0 (mod 2)
, Ynm =

{
0 n+m = 0 (mod 2)

1 n+m = 1 (mod 2)
,

where 1 ≤ n,m ≤ 2α. The corresponding DFT coefficients are given by

X̃kl =


2α−1 k = l = 0

2α−1 k = l = 2α−1

0 otherwise

, Ỹkl =


2α−1 k = l = 0

−2α−1 k = l = 2α−1

0 otherwise

.(23)

These coefficient values can be readily obtained by letting X = 1
2(J+ A) where J is the matrix

of all ones and A is the matrix with the entries Anm = (−1)n+m. The only nonzero DFT
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coefficient of J is J̃00 = 2α. Similarly, we can represent the entries of A as Anm = eπi (n+m) =
e2πi (m+n)(N/2)/N , which shifts the nonzero entry to the position (N/2, N/2) = (2α−1, 2α−1).
Similar logic applied to Y = 1

2(J− A) yields the expression given in (23). These two matrices
agree on all coefficients except one that requires L = L+ 0 = 2α−1.

Similarly to the previous checkerboard example, we can show that the square matrices of
the size N = pα (with p being a prime greater than 2) defined as

Xnm =

{
1 n+m = 1 (mod p)

0 otherwise
, Ynm =

{
1 n+m = 0 (mod p)

0 otherwise

are (pα−1)-indistinguishable, implying that the band width L = pα−1 is required for unique
inversion.

4. Inversion algorithms. We now discuss the algorithms to recover binary matrices for
each case considered: (i) rectangular matrices with dimensions N1 × N2 where N1 and N2

are distinct primes, (ii) square matrices of dimension N × N where N is prime, and square
matrices with N of the form N = pα, where p is prime and α > 1 an integer. For each case,
we assume access to a large enough bandwidth of DFT coefficients to guarantee uniqueness,
as determined by the previous section.

4.1. General strategy. Let, as above, the total number of elements in an N1×N2 matrix
be denoted as T = N1N2. Even under the conditions when each matrix of given dimension
is, theoretically, uniquely determined by the data, finding the inverse solution by exhaustive
search requires testing

(
T
S

)
possibilities, where S is the global popcount. Under the condition

when S ∼ T/2, this strategy quickly becomes computationally prohibitive. However, inspired
by the theoretical derivations shown above, we can break the inverse problem into more
manageable steps and significantly increase the computational efficiency. Before developing
algorithms for each case considered, we make an observation on the general form of these
subproblems.

Theory suggests that the DFT coefficients often contain information equivalent to how
many ones are present in each periodic line. For example, when N2 is prime, X̃01 (in conjunc-
tion with S = X̃00) is equivalent to knowing how many ones are present in each column of X.
We thus consider the related combinatorial problem of placing S ones in N2 boxes, where we
can place no more than N1 ones in each box. By the inclusion-exclusion principle, one can
compute the total number of possibilities as

∑
n≥0

(−1)n
(
N1

n

)(
S − nN2 +N1 − (n+ 1)

N1 − 1

)
.(24)

This formula gives the complexity of finding by exhaustive search the column-wise sums of
X. If this problem can be solved, the search space for the unique binary image has been
significantly reduced to only those matrices with the correct number of ones in each column.
We need to find among those the matrix that matches any remaining known but yet unused
DFT coefficients. Refer to the correct column sum values as cn for 1 ≤ n ≤ N2. The unique
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binary image that matches the four given DFT coefficients is now within a set of size

N2∏
n=1

(
N1

cn

)
.(25)

As a concrete example, consider the case N1 = 7, N2 = 11 and S = 38. The number of
distinct binary matrices with these parameters is 1.36 × 1022. The problem of determining
the cn values is substantially smaller and is of size 1, 528, 688 according to (24). With only
the cn values known, the overall search space has been reduced to an upper bound of 3511 ≈
9.65× 1016 by (25). As N1 is also prime here, one could repeat this process to further reduce
the search space size by similarly solving for the row-wise popcounts rm – which has a smaller
individual problem size of 443, 658, 688. The ensuing algorithms make use of these ideas
to break down larger problems into more manageable subproblems. However, we still need
methods that are more efficient than exhaustive search to solve these subproblems.

4.2. Integer linear programming (ILP) and lattices. Finding an N1×N2 binary matrix X

that agrees with all available DFT coefficients can be phrased as an integer linear programming
(ILP) problem of the form

Ax = b , xi ∈ {0, 1} .(26)

In this formulation, x is a binary vector of length N1N2, which corresponds to stacking the
columns of X. The matrix A contains the relevant Fourier matrix entries, with b containing the
available DFT coefficients. In line with (1), we can express these entries using multi-indices
of the form

A(k,l),(m,n) = e2πi (mk/N1+nl/N2) , b(k,l) = X̃kl ,

where the multi-index (m,n) varies over 1 ≤ m ≤ N1 and 1 ≤ n ≤ N2, and (k, l) varies
over the indexes corresponding to the available DFT coefficients. Note that, in an actual
implementation, the entries of A and b are split into real and imaginary parts, which forces
the entries of x to be real. Thus, if M DFT coefficients are known in addition to X̃00, then A

is a (2M + 1)×N1N2 matrix, where we have taken into account that the row corresponding
to X̃00 has no imaginary part. For simplicity, we refer to A and b as having M + 1 rows with
complex entries. Additionally, no redundant coefficients (which are known to be conjugates of
each other) are needed in an implementation. For larger problems, A can be efficiently applied
by fast Fourier transform techniques.

Solving (26) is a known NP-hard problem. When using ILP techniques, as there is a
unique solution, but no objective function to minimize, branch and bound methods do not offer
significant improvement over exhaustive search. By defining an arbitrary objective function to
minimize, the branch and bound may converge faster or slower, though it is typically difficult
to tell a priori which is the case [1]. Incorporating cutting planes and other preprocessing
steps, however, can restrict the size of the search space [58, 40]. Without an objective function,
ILP is reliant on these preprocessing steps to outperform exhaustive search. As solving (26)
is NP-hard, the overall runtime is dominated by the size of the search space, as opposed to
any cost of applying the matrix A.
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An alternate approach to ILP is to use lattice basis reduction techniques. These techniques
aim to reduce a given basis to short, nearly orthogonal vectors, with an end goal of facilitating
calculations over the integers. We briefly summarize the celebrated Lenstra-Lenstra-Lovasz
(LLL) algorithm [35] for lattice basis reduction, which has many applications in mathematics
and cryptography [27].

Consider a linearly independent set of vectors B = {b1, b2, . . . , bn} in Rm, where n ≤ m.
The integer lattice L with this basis is the set of all linear combinations of the bj with integer
coefficients

L = {a1b1 + · · ·+ anbn : aj ∈ Z} .

The LLL algorithm takes this basis of the lattice, B, and returns a new basis B∗, which is
generally comprised of short, nearly orthogonal vectors. This basis B∗ is called LLL-reduced,
and is obtained through a Gram-Schmidt-like process, modified to ensure that the basis vectors
stay in the lattice and to prioritize short vectors. Most importantly for our purposes, the first
vector b∗1 in B∗ will be the shortest in the new basis. It will not necessarily be the absolute
shortest vector in the lattice [46], but the LLL algorithm returns an approximately shortest
vector in polynomial (hopefully, reasonable) time.

To see how we can use lattice reduction to solve (26) with M known DFT coefficients, we
first construct the (T +M +1)× (T +1) matrix (as before, T = N1N2) with 4 blocks defined
as

B =

(
I O

βA −βb

)
.(27)

In this 2 × 2 block matrix form, A and b are defined as in (26), and I and O are the identity
matrix and zero vector of the length T . The constant β that appears in the lower two blocks
is assumed to be large. Again, in an actual implementation, the A and b blocks would have
2M + 1 rows to account for real and imaginary parts.

The LLL algorithm can now be performed on B, treating the columns of the matrix as the
lattice basis elements of length T +M + 1. The shortest vector in the resulting LLL-reduced
basis, b∗1, must necessarily be a linear combination of the original basis vectors. Letting
x = [a1, a2, . . . , aT ] be an integer vector, any vector in the lattice L is of the form

b∗1 = [a1, a2, . . . , aT |β(Ax− b)] .

If β is chosen to be sufficiently large, this shortest vector will likely minimize Ax − b, with
the vector x being the proposed integer solution. Additional details of the algorithm can be
found in [8, 17].

Finding the shortest vector in the lattice is also known to be an NP-hard problem. The
potential advantages of the LLL algorithm rely on the fact that it is an approximation al-
gorithm, and can be expected to find a solution in polynomial time [37]. However, as an
approximation algorithm, there is no guarantee that it will outperform ILP techniques in
general. In fact, by changing parameters in LLL, one can trade off between a faster runtime
and a higher probability of finding a sufficiently short vector. However, the runtime of the
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LLL algorithm is O(n5m log3(B)), where B = maxi ∥bi∥2, which implies that, for practical
purposes, the polynomial time still increases quickly in the size of the problem n [37].

One downside to the LLL algorithm is that it does not incorporate known bounds on the
integer values. For example, if it is known that the correct integer values are either 0 or 1,
the shortest vector in the LLL-reduced basis is not guaranteed to have binary coefficients. In
contrast, ILP obeys the integer bounds throughout its search.

Taking into account the relative advantages and disadvantages between these two ap-
proaches, we use a combination of ILP and LLL in the following algorithms. In general, the
LLL algorithm was found to be much more efficient when running on problems with a smaller
number of unknowns, which can take integer values in a possibly large range. This takes ad-
vantage of the fact that LLL is independent of the known bound on the integers. In contrast,
ILP depends heavily on the range of the integers, and can be more reliable when the integers
are known to be binary. ILP can also be effective for large problems (with many constraints)
when cutting planes can reduce the overall size. Anecdotally, ILP had slightly more stability
than LLL when attempting to reconstruct with only M = 1 DFT coefficient.

4.3. Algorithms. We now describe the algorithms for reconstructing the three cases of
matrix dimensions. While the three algorithms share many similarities, we consider each case
separately.

4.3.1. Case when N1 ̸= N2 are both prime. By the theoretical results for uniqueness,
we assume access to only the 4 DFT coefficients X̃00, X̃01, X̃10, and X̃11. As described in
the beginning of this section, we first consider the smaller problem of using X̃00 and X̃01 to
reconstruct the column sums of X. Thus we consider the problem

A(01)c = b(01) , 0 ≤ ci ≤ N2 ,(28)

where the unknown vector c represents the column sums of X, and A(01) and b(01) refer to
the respective sub-matrix of A and sub-vector of b containing only the rows corresponding to
X̃00 and X̃01. The columns of A(01) are similarly restricted to only have one representative
entry from each column of X. In line with the previous discussion, even though the number
of unknowns has been greatly reduced from N1N2 to N1, and the bound on the integers has
been increased to N2, solving this problem using ILP was preferable for stability reasons as
M = 1, where M is the number of DFT coefficients corresponding to this directional sum.

After finding the column sums c via (28), we solve the corresponding problem

A(10)r = b(10) ; 0 ≤ ri ≤ N1 ,(29)

to obtain the corresponding row sum vector r. In (29), the matrix A(10) and b(10) contain only
the rows pertaining to X̃00 and X̃10. With this additional row information in hand, we finally
solve the full binary system 

A

−
C

−
R

 x =


b

−
c

−
r

 ; xi ∈ {0, 1} ,(30)
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where the N2×N1N2 binary matrix C contains ones appropriately to sum the column entries
of x. As x is formed by stacking the columns of A, C is defined by

Cmn =

{
1 (m− 1)N1 + 1 ≤ n ≤ mN1

0 else
.(31)

The matrix R is defined similarly to C as in (31) to sum the rows of X based on the ordering of
x. For storage efficiency, one can remove the (00), (01), and (10) rows from A and b in (30),
as this information is already contained in the C and R matrix blocks. This remaining system
finds the binary matrix, which matches the DFT coefficient X̃11 in the reduced search space
with given column and row sums. As this is a larger system with binary integer bounds, it is
generally more efficient to solve by using ILP. This is summarized in Algorithm 1.

Algorithm 1 Reconstruction algorithm for N1 × N2 binary matrices where N1 ̸= N2 are
primes.

1: Input: DFT Coefficients X̃00, X̃01, X̃10, X̃11

2: Output: N1 ×N2 binary matrix X

3: Use ILP to reconstruct column sums c using (28)
4: Use ILP to reconstruct row sums r using (29)
5: Use ILP to solve (30) for binary matrix X

We remark that, when N1 ≫ N2, it may be computationally faster to skip solving for the
row sums as a separate subproblem. That is, immediately after solving (28), one can solve an
equation of the form (30) without the R block. Similarly, if N2 ≫ N1, it may be prudent to
ignore solving for the column sums as its own subproblem. The overall runtime considerations
of Algorithm 1 are governed by the size of the search spaces for each subproblem, as discussed
in Section 4.1.

4.3.2. Case when N1 = N2 = N where N is prime. We take a similar algorithmic
approach for reconstructing square N × N binary matrices. We again reconstruct the row
and column sums of the matrix via (28) and (29) but can utilize the additional available DFT
coefficients (as required by Theorem 7) to hopefully reconstruct larger matrices in a stable
manner.

The matrix A(01) in (28) was used to solve for the column sums, which were contained in
the DFT coefficient X̃01. For L = L0 = ⌊

√
N⌋, the corresponding submatrix A(01) contains

additional rows corresponding to the available DFT coefficients X̃01, . . . , X̃0L, which are all
equivalent to the column sum information. These extra equations improve the reconstruction
speed and stability of recovery. As we now have a moderately sized system with M > 1
DFT coefficients that encode column sum information, this system is efficiently solved using
the LLL algorithm. After reconstructing the row and column sums, instead of immediately
attempting to match a binary matrix with given row and column sums to the remaining DFT
coefficients, we repeat this process for additional directions. For example, an analogous ILP
problem can be set up to solve A(11)d− = b(11) which solves for the sums along the diagonal
lines of slope -1 (using the DFT coefficients X̃11, . . . , X̃LL).
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This can be repeated for all N + 1 directions. However, while the row, column, and
diagonal directions (slopes of ±1) all have L related coefficients, no other direction will have
L coefficients, with possibly many directions only having one related coefficient. This can
have an adverse effect on the computational efficiency and stability of recovery. Thus, the
LLL algorithm may fail to recover the directional sums for certain directions. As a check, if
the resulting shortest vector is not sufficiently short (using a predefined error tolerance), we
ignore that direction and only include its information as the DFT coefficient, as was done for
X̃11 in Algorithm 1. In our implementation, we used the maximum norm (∥e∥∞ = maxi |ei|)
to measure the magnitude of this shortest vector. For improved stability, we do not attempt
to reconstruct the directional sums along directions with only M = 1 DFT coefficient, and
similarly include the DFT coefficient value as a constraint.

After attempting to solve for the directional sums along all N +1 directions (skipping any
with M = 1), we form an ILP problem of the form (30). A block is added for each successful
directional recovery that sums the entries along those directions as in (31). The corresponding
rows from the A block can be removed, with the remaining rows of A corresponding to directions
with unsuccessful recoveries. Pseudocode for this algorithm is provided in Algorithm 2.

Each call of the LLL algorithm roughly scales as N6 (recall runtime is O(n5m log3(B)) in
Algorithm 2. This rough estimate ignores the B term, and sets n = m = N . As Algorithm 2
calls the LLL algorithm up to N + 1 times, the total runtime can be proportional to N7.
In practice, for larger values of M , it is anticipated that this additional data will help the
algorithm converge quicker. The main idea of Algorithm 2 is that the final ILP step will run
very quickly as the size of the search space will be drastically reduced.

Algorithm 2 Reconstruction algorithm for N ×N binary matrices where N is prime.

1: Input: DFT Coefficients X̃kl for all |k|, |l| ≤ L0 = ⌊
√
N⌋

2: Input: Error tolerance ϵ
3: Output: N ×N binary matrix X

4: for j = 1 to N + 1 do
5: Collect M available DFT coefficients corresponding to direction j
6: if M > 1 then
7: Use LLL and the M DFT coefficients to find the shortest vector corresponding to the

reconstruction of directional sums dj
8: if ∥shortest vector∥∞ < ϵ then
9: Successful Recovery: Create corresponding block Dj

10: end if
11: end if
12: end for
13: Create matrix with blocks Dj for all values of j corresponding to a successful recovery and

A containing DFT terms for unsuccessful recoveries.
14: Create right hand side vector with corresponding blocks dj and the DFT coefficients.
15: Use ILP to solve for binary matrix X using this matrix and right hand side.
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4.3.3. Case when N1 = N2 = pα where p is prime and α > 1. For square matrices of the
size N = pα, more care is required. We will focus on the case when α = 2, but similar ideas
hold in theory for α > 2. For N = p2, as seen in (19), X̃0p is equivalent to knowing how many
entries in total are in the column numbers that are equal modulo p. Refer to these combined
column sums as Cj for j = 1, . . . , p. The values of Cj can be solved quickly using the LLL
algorithm, as there are only p unknowns as opposed to p2 (where each Cj is bounded above by
p3). After this information is recovered, the remaining coefficients of the form X̃0k for k < p
are equivalent to knowing the individual column sums. One can set up a linear system of the
form (28) to solve for the column sums ci, with an additional block containing the constraints
already obtained from X̃0p. These additional linear constraints are of the form∑

i=j (mod p)

ci = Cj , for j = 1, . . . , p .

Identical results hold for the row sum by first using X̃p0 and subsequently looking at
X̃10, . . . , X̃p−1,0. This is also true for the diagonal sums using X̃pp and X̃−p,p, which are all
in the available DFT coefficient range. However, one cannot simply recover the sums along
other directions based on specific DFT coefficients. Consider any DFT coefficient X̃kl where
at least one of k and l is relatively prime with p. By (18), this coefficient is still a sum of roots
of unity of order N = p2, where each root corresponds to matrix entries Xmn that satisfy
mk+nl = µ (mod N), for some integer 1 ≤ µ ≤ N . However, in (18), since the roots of unity
are no longer of prime order, the value of this sum does not uniquely determine the integer
coefficients. By Lemma 2, the integer coefficients can differ by a fixed constant across entries
that are equal modulo p, and still give the same sum.

As an illustrative example, consider a 32 × 32 binary matrix with S = 40 nonzero entries.
If we are given X̃1,2 = e2πi /9, we can deduce that there is at least one nonzero entry in the
partition of entries with j = 1 from (18), which gives the exact value e2πi /9. However, the
remaining 39 nonzero entries still need to be distributed among the 9 partitions. With the
knowledge that X̃1,2 = e2πi /9, this distribution is not unique, but must satisfy the condition
that the sum of the 39 corresponding roots of unity is 0, in accordance with Lemma 2. Using
the notation in (18), let ηj be the number of ones contained in the jth partition. The four
linear constraints for this example X̃1,2 are thus

η1 = η4 + 1 = η7 + 1 ; η2 = η5 = η8 ; η3 = η6 = η9 ;
9∑

j=1

ηj = S .(32)

These constraints ensure that X̃1,2 = e2πi/9 and that all 40 ones are placed in a partition.
However, in these linear constraints, none of the ηj are uniquely determined from just X̃1,2.
On the other hand, Theorem 8 indicates that these ηj values will be uniquely determinable
in the larger context of all available DFT coefficients.

To solve for these linear constraints, in the general case we use the LLL algorithm without
X̃00, to find a short vector that fits the coefficient. From this possible solution, one can deduce
the linear constraints similar to the the form of the first 3 equations of (32).
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The proposed algorithm is thus similar to Algorithm 2, but with a modification to take
into account that we cannot uniquely determine the sum along lines in all directions. First, re-
construct the sums along the rows, columns, and diagonal directions. These sums are uniquely
determinable, and should be reasonably stable since there are p related DFT coefficients. Fol-
lowing this step, instead of finding other directional sums, we find linear constraints that the
binary matrix satisfies along these directions. Finally, we search for a binary matrix that
matches all these constraints and any remaining DFT coefficients. This algorithm is summa-
rized in Algorithm 3. The runtime considerations of Algorithm 3 are similar to Algorithm 2,
where the LLL steps of the algorithm scale like (p2)7.

Algorithm 3 Reconstruction algorithm for p2 × p2 binary matrices with prime p.

1: Input: DFT Coefficients X̃kl for all |k|, |l| ≤ p
2: Input: Error tolerance ϵ
3: Output: p2 × p2 binary matrix X

4: for DFT Direction in{X̃0k, X̃k0, X̃kk, X̃k,−k} do
5: Use LLL algorithm with the DFT coefficient k = p to reconstruct sums D along lines

modulo p
6: Use LLL algorithm with the DFT coefficients 1 ≤ k < p and D to reconstruct individual

directional sums dj
7: end for
8: for Remaining Direction do
9: Collect M available DFT coefficients corresponding to direction j

10: if M > 1 then
11: Use LLL with the M DFT coefficients (without X̃00 to find shortest vector
12: if ∥shortest vector∥∞ < ϵ then
13: Successful Recovery: Create corresponding block Dj that contains linear constraints

which shortest vector obeys
14: end if
15: end if
16: end for
17: Create matrix with blocks Dj for all j corresponding to a successful recovery and A con-

taining DFT terms for unsuccessful recoveries
18: Create right hand side vector with corresponding blocks dj and the DFT coefficients
19: Use ILP to solve for binary matrix X using this matrix and right hand side

4.4. Stability. The intermediate steps in the algorithms described in the previous section
center on finding integer coefficients for a cyclotomic integer to equal a known value, within
some precision. For example, in Algorithm 1, one first attempts to reconstruct the column
sums by finding a cyclotomic integer of prime order p whose integer coefficients are bounded
by prime q, that matches the value of X̃01. In Algorithm 2, the same problem is considered,
although it can be for one of p + 1 potential directions, with possibly more than one corre-
sponding DFT coefficient. Therefore, the key question when it comes to stability is how close
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can two distinct cyclotomic integers be to one another?
Consider two distinct cyclotomic integers A =

∑p
j=1 aj (ζp)

j and B =
∑p

j=1 bj (ζp)
j . De-

fine ej = aj−bj so that E = A−B =
∑p

j=1 ej (ζp)
j . We wish to estimate how close E can be to

the origin of the complex plane. Finding the exact solution to this problem is difficult [44, 24].
However, we can provide a heuristic estimate. This will yield some insight towards the level
of stability we can expect when reconstructing directional sums.

Consider a direction with M available corresponding DFT coefficients. These DFT coef-
ficients are of the form p∑

j=1

aj (ζp)
j ,

p∑
j=1

aj (ζp)
2j , . . . ,

p∑
j=1

aj (ζp)
Mj

 .

If the coefficients aj and bj are bounded between 0 and K, the coefficients ej satisfy −K ≤
ej ≤ K. Moreover, as the total popcount S = X̃00 is known, we have

∑p
j=1 ej = 0. If

the process of finding integer coefficients that agree with all the available DFT coefficients is
unstable, then it is possible that all entries of the vector

e =

 p∑
j=1

ej (ζp)
j ,

p∑
j=1

ej (ζp)
2j , . . . ,

p∑
j=1

ej (ζp)
Mj


are small. For small R, we will determine an approximate condition for which ∥e∥∞ ≤ R.
Let ρ(R) be the expected number of valid vectors e satisfying ∥e∥∞ ≤ R. We model each
term of the form

∑p
j=1 ej(ζp)

kj in e as a sum of
∑p

j=1 |ej | uniform random points on the
unit circle. As n → ∞, the probability that a sum of n random points on the unit circle
has length at most R approaches 1 − exp

(
−R2/n

)
[23]. The x- and y-coordinates approach

independent normal distributions with the standard deviation
√
n/2 by the central limit

theorem. Using this approximation, the probability that all entries of e are less than or equal

to R is
[
1− exp

(
−R2/

∑p
j=1 |ej |

)]M
. By linearity of expectations, we can approximate the

expectation that ∥e∥∞ < R as a sum over all valid choices of ej , viz,

ρ(R) ≈
∑

|ej |<K∑p
j=1 ej=0

(
1− e−R2/

∑p
j=1 |ej |

)M
.(33)

Since R is small, we approximate each term inside the sum using the linearization ex ≈ 1+x.
Moreover, similar to (24), by the inclusion-exclusion principle, one can compute the total
number of terms in this sum to be

ν(p,K) =
∑
n≥0

(−1)n
(
p

n

)(
Kp− n(2K + 1) + p− 1

p− 1

)
.

By setting
∑
|ej | = (2K + 1)p/4, which is roughly its average value, in (33), and replacing

the sum over its ν(p,K) choices of ej , we have the reduced approximation

ρ(R) ≈ ν(p,K)
[
4R2/(2K + 1)p

]M
.(34)
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The only solution to
∑p

j=1 ej(ζp)
kj = 0 that also satisfies

∑p
j=1 ej = 0 is ej = 0. Thus we

expect that, for small enough R, ρ(R) ≈ 1. Setting this equal to our approximation (34) and
solving for R, we find

R2M ≈ (2K + 1)M (p/4)M [ν(p,K)]−1 ,

so that we expect to require roughly

− log(R) = log(2)− log
(√

p(2K + 1)
)
+ log(ν(p,K))/2M .(35)

digits of precision to distinguish integer coefficients for the M cyclotomic integers.
We emphasize that the result (35) is an approximation, and may not be accurate for small

p. A more careful analysis would additionally account for the fact that sums of few points on
the unit circle are significantly more likely to be small. However, when K2 is large compared
to p (which is typical in applications), this contribution becomes negligible. So, we content
ourselves with the above heuristic, keeping in mind that it may underestimate the precision
needed.

5. Numerical examples. We next conduct numerical simulations to test the proposed
recovery algorithms. In our implementation of all three algorithms, we use MATLAB’s built-
in solver for ILP, intlinprog, which uses cutting planes and other preprocessing steps to
reduce the size of the computational domain. The prescribed stopping condition for any call
of intlinprog was set to checking 107 possible matrices.

N1 N2 t, sec. nd

5 7 0.05 2
5 11 8 4
5 13 10 5

7 11 64 5
7 13 84 6
7 17 111 8

11 13 91 7

Table 1
Time t for reconstructing N1 ×

N2 binary matrices with S =
⌊N1N2/2⌋ nonzero entries using
Algorithm 1. Averages for 30
randomly-generated model matri-
ces are displayed. The column
nd displays the number of digits
needed for stable recovery of the
column sums with M = 1 accord-
ing to (35).

The implemented LLL algorithm was programmed in
MATLAB. After sufficient testing, the large constant param-
eter in (27) was set to β = 108. The error tolerance to de-
termine if a vector is sufficiently short was ϵ = 0.001. In
our implementations, we made one modification for practical
time considerations. Some runs of the LLL-algorithm can take
a very long time and ultimately fail to recover a sufficiently
short vector. To avoid waiting too long for a failed recovery,
we set a time limit on the LLL algorithm to 5 seconds. This
stopping criterion was found to be a good balance between
minimizing the computation time while not overlooking any
feasible reconstructions. All computations were carried out in
double precision.

5.1. Algorithm 1 for rectangular matrices. For different
prime values of N1 and N2, a model N1 × N2 binary matrix
generated with S = ⌊N1N2/2⌋ nonzero entries, chosen uni-
formly at random. Algorithm 1 was run given the 4 DFT
coefficients X̃00, X̃10, X̃01, and X̃11, to try to recover the
original binary matrix exactly. For fixed values of N1 and N2,
this experiment was run 30 times, with the average timing (in
seconds) displayed in Table 1.
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Figure 2. Left: reconstruction with only 4 available DFT
coefficients (as required by Theorem 5) of a randomly generated
binary 11× 13 matrix with S = 71 ones. Right: reconstruction
obtained by Algorithm 1 (coincides exactly with the model).

Algorithm 1 was able to consis-
tently recover the original binary ma-
trix for dimensions as large as 11×13.
A recovery is considered successful
if it reconstructs all elements of the
matrix correctly. For all of the di-
mensions displayed in Table 1, Algo-
rithm 1 was successful in all 30 trial
runs. Matrices of dimension 11 × 13
were the largest that could be reliably
recovered within the prescribed stop-
ping criteria, which took on average
one and a half minutes. Note that
7 × 17 matrices have fewer elements but tended to take longer to be recovered due to the
larger column dimension making the row sum recovery more computationally demanding.

As a comparison, we note that naively running ILP on the entire system (26), as opposed
to first considering the subproblems of recovering row and column sums, took on average 2.3
seconds (about 40 times longer than by Algorithm 1) for 5 × 7 matrices, and was unable to
scale to 5× 11 matrices under the prescribed stopping conditions.

A band-limited reconstruction and the reconstruction by Algorithm 1 of a sample 11× 13
binary matrix are shown in Figure 2. The band-limited reconstruction X(blurred) is given by

X(blurred)
mn =

1

N1N2

L1∑
k=−L1

L2∑
l=−L2

X̃kle
−2πi (mk/N1+nl/N2) ,(36)

which is identical to (3) except the summation now runs only over the available pass band
with parameters L1 and L2. For this N1 ×N2 case, we set L1 = L2 = 1 for the band-limited
reconstruction in (36) , but in accordance with Theorem 5, the terms with X̃1,−1 and X̃−1,1

are removed from the sum (in the reconstruction, these DFT coefficients are not used). It can
be seen that, with such few data points, the band-limited reconstruction has little resemblance
to the original matrix. However, a reconstruction that takes into account the matrix binarity
returns the model exactly

According to (35), the subproblems of reconstructing the row- and column-wise sums is
stable when working in double precision, even with only one DFT coefficient (either X̃01 or
X̃10). The number of digits after the decimal place estimated by the heuristic for M = 1 for
reconstructing the column sums (the more difficult direction) are given in the last column of
Table 1. For example, for 11× 13 matrices, the heuristic suggests that we need about 7 digits
to stably reconstruct the column sums. This corresponds to noise level of the magnitude of
∼ 10−8 relative to X̃10, which is of the order of unity. If we reduce the number of known
digits to 6 (noise level of ∼ 10−7), the column sums for the 30 randomly generated models are
reconstructed correctly in 6 cases. This strong instability can be rectified by including more
DFT coefficients in the data set, beyond the minimum required for theoretical uniqueness. For
the band limit parameter L = 2, we have M = 2 available DFT coefficients for reconstructing
the column sums (X̃10 and X̃20). In this case, the column sums for all 30 matrices are recovered
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correctly with only three significant digits in the data.

N L Rec., % t, sec. Dir. nd

17 4 100 2 14 5

19 4 99 8 11 6
19 5 100 3 20 |
23 4 0 – 8 8
23 5 100 3 20 |
29 5 96 5 16 11
29 6 100 12 24 |

Table 2
Summary of reconstruction results for N ×N binary

matrices with global popcount S = ⌊N2/2⌋ using Algo-
rithm 2. The parameter L indicates the pass band used.
The next column displays the percentage of exact recov-
eries for 100 randomly-generated model matrices. The
next two columns display the average timings and the
average number of recovered directional sums. The last
column displays the number of digits estimated by (35)
that are needed for stable recovery of a directional sum
with M = 2 DFT coefficients. Reconstruction that took
longer than the prescribed stopping condition is denoted
by a dash.

5.2. Algorithm 2 for N × N matrices
with prime N . Algorithm 2 was run on 100
randomly-generated N × N binary matri-
ces, for N = 17, 19, 23, 29. In each case, the
global popcount was set to S = ⌊N2/2⌋,
which is the most difficult case. The results
of the simulations are summarized in Ta-
ble 2, which contains the average run time of
the algorithm, the percentage of model ma-
trices that were exactly recovered, and how
many directional sums (out of N + 1) were
recovered on average by the LLL algorithm.
Additionally the last column displays the
stability estimate (35), in terms of the num-
ber of digits in the data, for the most unsta-
ble directional sum recoveries with M = 2
DFT coefficients (as any with M = 1 are
automatically skipped).

For N = 17, when L = ⌊
√
17⌋ = 4, the

algorithm was able to reconstruct all 100
models in an average of 2 seconds. This
is substantially faster than the implementa-
tion of Algorithm 1, as we are now using a
larger bandwidth of available DFT coefficients in accordance with the theory. The larger band-
width provides more coefficients than are minimally required for uniqueness, which improves
computational speed and stability. For example, we now have access to X̃20, which provides
equivalent information to X̃10. This increased stability allows us to use LLL algorithm, which
runs much faster than ILP. Out of the N + 1 = 18 possible directions, 4 directional sums are
skipped in the algorithm for having only 1 corresponding DFT coefficient. On average 13.98
(this number is rounded off as 14 in Table 2) of the remaining 14 directions were reconstructed
accurately. Note that the final ILP step of the algorithm finds the unique solution quickly as
is not a bottleneck.

As we increase the dimensions to N = 19, but keep L = 4, the average run time increases
to about 8 seconds. There are now 8 directions that are skipped due to having only 1 DFT
coefficient, and the algorithm reconstructs 11 of the remaining 12 directions on average. Most
notably, we have our first instance of failed reconstruction where exactly 1 model matrix was
not reconstructed accurately (out of 100). The algorithm in this case fails by ILP reporting
that the linear system is inconsistent over the integers. Upon closer investigation, it is seen
that the inconsistent system is caused by one of the LLL solves finding an incorrect directional
sum due to an instability – it found a sufficiently short vector, but not the correct one. Even
though the stability heuristic suggests that 5 digits should be enough for stability, this is
not the case for this model. It is not altogether surprising that there is an outlier, as the
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heuristic was based on statistical arguments. The fast notification of failure by the algorithm
is important, as it did not return a misleading answer. This reconstruction could be remedied
by removing one of the reconstructed directional sums by trial and error until ILP runs
successfully. Another alternative for reconstructing this failed model is to improve stability
by increasing the number of available DFT coefficients. When L is increased to 5, which is
more than required for uniqueness, all 100 models are reconstructed, in an average of under 3
seconds, where all N + 1 = 20 directions are almost always reconstructed.

The N = 23 case is an interesting example. With L = 4, only 8 out of the 24 directions
have more than 1 corresponding DFT coefficient. These 8 directional sums are accurately
reconstructed for each model. However, this does not provide enough information for making
the final ILP step and finding the unique solution before the prescribed stopping criteria.
Stability issues prevent reconstruction of the correct matrix if we remove this restriction on
directional sums with only one coefficient ((35) suggests that about 17 digits are required for
M = 1). If we increase L and take L = 5, the algorithm works for all models.
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Figure 3. Left: band-limited reconstruction with L = 5
of a randomly-generated binary 29× 29 matrix with the global
popcount S = 420. Right: reconstruction by Algorithm 2 (ex-
actly coincides with the model).

The case N = 29 has similar be-
havior to the N = 19 case. At the
minimal band limit parameter L =
5, the algorithm almost always suc-
cessfully recovers the model binary
matrix, failing for 4 out of the 100
models. A band-limited reconstruc-
tion and the reconstruction by Algo-
rithm 2 with L = 5 of a sample model
29 × 29 binary matrix are shown in
Figure 3. When the algorithm fails,
it fails, as above, by an unstable LLL
step that causes an inconsistency in
the ILP step. This can, again, be
remedied by increasing L to 6. This
increases the average time from about 5 seconds to 12 seconds, but recovers more directions
on average (24 as opposed to 16).

As an example of reconstruction with noisy data, we have added Gaussian white noise to
the DFT coefficients of the model in Figure 3 with variance 10−4 which only corrupted the
DFT coefficients beyond 3 digits past the decimal point. Reconstruction failed until L was
increased to L = 9. At this bandwidth, 21 out of the 30 directional sums were recovered and
the model was exactly reconstructed. Importantly, the smallest number of DFT coefficients
for any direction is now M = 4. This value of M requires 5 digits for stability according to
(35). However, the reconstruction in this case outperforms the heuristic.

Based on the success of recovering random 29 × 29 binary matrices, as a motivated ex-
ample we seek to recover a blurred QR code. A 29 × 29 QR code that encodes the phrase
“DiscreteFourierTransform” was generated according to the standard format specifications,
known as a Version 3 QR code for this size. With the minimum bandwidth required for unique
recovery L = 5, Algorithm 2 was run on this incomplete set of DFT coefficients. Note that
no additional QR code information was used – the image was treated by the algorithm as a
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general binary matrix. For example, Version 3 QR codes have fixed patterns, including the
recognizable position detector patterns present in three of the corners. Even though these
fixed patterns are known based on the size of the QR code, the algorithm treats these as
general regions which need to be reconstructed. This QR code information could certainly
be added to the algorithm to improve computational speed and stability. The blurred QR
code and its reconstruction using Algorithm 2 (which exactly recovers the original code) are
displayed in Figure 4. The reconstruction was done in about 6 seconds, with 15 out of the
possible 30 directions recovered before the ILP solve.
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Figure 4. Left: band-limited reconstruction with L = 5
of a 29 × 29 Version 3 QR code with S = 410 nonzero entries.
Right: reconstruction by Algorithm 2 (exactly coincides with
the model).

5.3. Algorithm 3 for p2× p2 ma-
trices with prime p. Finally, Algo-
rithm 3 was tested on 25 × 25 bi-
nary matrices. With the available
computational resources, Algorithm 3
was unable to scale to the next prime
power of 49×49. Similar to the exper-
iment performed for Algorithm 2, we
tested the algorithm on 100 randomly
generated binary matrices in the most
computationally difficult regime of
S = ⌊252/2⌋ = 312 nonzero entries.

With all DFT coefficients within
the band limit defined by L = 5, Al-
gorithm 3 was able to exactly recon-
struct the randomly generated binary matrix 87 out of 100 times in an average of about 25
seconds. This average timing includes both successful and failed recoveries. It is understand-
able that Algorithm 3 performed slightly worse than Algorithm 2, as we can only reconstruct
certain linear constraints for many of the directions for p2 × p2 matrices, as opposed to the
directional sum values themselves. In all 100 simulations, the algorithm correctly recovered
the only directional sums that are determinable: row, column, and diagonal directions. There
were 26 remaining directions, with 12 of these directions automatically skipped for having only
one corresponding DFT coefficient. Of the remaining 14 directions, the algorithm successfully
found constraints (as measured by finding a corresponding sufficiently short vector) for 10 of
these, on average. Whenever the algorithm failed, it was again due to the ILP step finding an
inconsistent system, which was caused by an instability (incorrect solve) in finding constraints
for one of the directions.

As a final practical test, the phrase “Binary Matrix Recovery” was encoded in a 25×25
Version 2 QR code. The true binary image has S = 287 nonzero entries. With access to the
DFT coefficients inside the bandwidth of L = 5, Algorithm 3 was able to exactly reconstruct
the original QR code in about 24 seconds. This reconstruction and the corresponding band-
limited (blurred) image are displayed in Figure 5.

6. Discussion. We have shown that prior information that a matrix is binary allows one
to reconstruct this matrix exactly from a limited set of DFT coefficients. Theoretically, for
N1×N2 matrices with N1 ̸= N2 both prime, only 4 DFT coefficients are needed to guarantee
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uniqueness of this reconstruction regardless of the magnitudes of N1 and N2. For N × N
matrices with a primeN , the number of required coefficients grows with N , but at a reasonable
rate; the minimum band limit required for unique reconstruction is in this case L = ⌊

√
N⌋.

For square matrices of order N = pα, where p is prime and α > 1 an integer, the minimum
band limit is increased to L = pα−1.
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Figure 5. Left: band-limited reconstruction with L = 5
of a Version 2 25 × 25 QR code with S = 287 nonzero entries.
Right: reconstruction by Algorithm 3 (exactly coincides with
the model).

However, there exists a sizable
gap between the theoretical guaran-
tees of uniqueness and what is prac-
tical. The provided stability heuris-
tics, which are supported by numeri-
cal examples, indicate that many dig-
its of precision are needed in the data
for reconstruction at the theoretical
bounds. However, we have shown
that it is possible to solve the problem
even with a realistic amount of noise
or imprecision in the DFT data by in-
creasing the band limit past the the-
oretical bound while still not making
all the coefficients available (in fact,
far from that). This can also be understood by comparing the cases of square and non-square
matrices with prime dimensions. In the former case, the band limit required to guarantee
stability is significantly larger than in the latter case. However, we can always make a matrix
square by making it larger (i.e., by adding rows or columns). Thus the theoretical results
are counter-intuitive. For example, more DFT coefficients are required to recover uniquely a
29 × 29 matrix than a 29 × 31 matrix. However, with the account of stability, the apparent
contradiction disappears. In order to reconstruct the two matrices stably, approximately the
same number of DFT coefficients is needed.

In the numerical simulations, the algorithms combining integer linear programming (ILP)
and Lenstra-Lenstra-Lovasz (LLL) lattice reduction were able to efficiently recover matrices as
large as 29×29. In comparison, naive implementations of the ILP techniques fail for matrices
as small as 5× 11. However, even 29× 29 matrices are on the smaller side of two-dimensional
barcodes. It is therefore an open task to develop improved algorithms to handle larger binary
matrix recovery in reasonable time. The current work mainly investigates recovery near the
minimal band limit for uniqueness. It is worthwhile to investigate how these algorithms scale
for larger matrices when L is significantly larger than the minimum, while still not using all
DFT coefficients. Fast Fourier transform (FFT) and sparse FFT techniques are applicable
when allowing for sampling of coefficients outside of the pass-band. With even sparse sampling
of a few high-frequency DFT coefficients could lead to scalable FFT based algorithms that
have a smaller gap between theoretical results and practical reconstruction.

Additional constraints such as sparsity and connectivity can further increase computa-
tional feasibility for larger binary matrices, and allow for reconstruction with more significant
noise. Sparse matrices with relatively small popcount S can be considered straightforwardly
by the algorithms developed here, and smallness of S always entails greatly improved compu-
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tational efficiency, with potential modifications. For example, repeating the numerical exper-
iment for Algorithm 2 from Section 5.2 for N = 29 with smaller popcount S = 52 resulted
in about a 1 second reduction in average runtime (from 5 seconds to 4 seconds). However,
small modifications to the algorithm can increase computational efficiency further. The over-
all size of the problem is significantly smaller for modest values of S. In these cases, it is
likely that fewer explicit directional sums are required to further reduce the overall problem
to a manageable size. For this same experiment with S = 52, modifying the algorithm to only
solve for four directional sums (row, column, and diagonals) resulted in an average run time
of about 1.4 seconds, where all 100 randomly generated model matrices were successfully re-
covered. Optimizing the algorithms for smaller values of S is key ongoing work. Connectivity
is a conceptually different constraint, and its application can lead to improvements even for
non-sparse matrices.

Lastly, for applications to denoising corrupted QR codes, the algorithm can have improved
computational efficiency by including additional prior information based on known QR code
features. This includes fixed patterns, as well as masking that promotes disconnected images.
QR codes also have built-in error correcting methods [62]. Combining this error correction with
the proposed algorithms may yield efficient recovery with minimal available DFT coefficients
and larger matrix sizes than 29× 29.
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