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## 1. INTRODUCTION

There has been considerable recent interest in the use of diffuse light for biomedical imaging. ${ }^{1-6}$ The basic physical problem consists of reconstructing the spatial distribution of the optical absorption and diffusion coefficients inside a highly scattering medium from intensity measurements with multiple sources and detectors. Although the applications discussed in the above references are biomedical, the problem of imaging in scattering media is of more general physical interest (see, for example, Ref. 7).

There are two fundamentally different approaches to imaging in highly scattering systems. The first approach is based on detection of only "ballistic" or "first transmitted" photons ${ }^{8-17}$ with the use of optical gates that exclude multiply scattered light that is considered to be unsuitable for image formation. The second, more powerful approach is to directly use the multiply scattered light for image reconstruction, ${ }^{18-28}$ which provides, in principle, the most complete information about the scattering medium. In this method, the forward scattering problem for diffuse light is inverted numerically ${ }^{21,22}$ or analytically. ${ }^{26}$ The equations describing scattering of the diffuse light from fluctuations in the absorption and diffusion coefficients $\delta \alpha$ and $\delta D$, respectively are in general nonlinear. ${ }^{18,19,29}$ As a result, numerical reconstruction of these quantities is an extremely complicated problem. Although algorithms based on the nonlinear equations play an important role since they are in principle nonperturbative, a more practical method based on linearization of the forward problem is often employed. In this method, the integral equations of diffuse light propagation are expanded and linearized in $\delta \alpha$ and $\delta D .^{21,22,26}$ These equations can then be solved either by discretization and numerical solution of the resultant linear algebraic equations ${ }^{21,22}$ or with the use of analytical inversion formulas. ${ }^{26}$ Below, we will adopt the latter approach and use it to establish the existence and uniqueness of solutions to the inverse problem and to obtain inversion formulas in the planar, cylindrical, and spherical geometries of the measurement surfaces. These three geometrical settings are the most simple and experimentally important.

Both the absorption $(\alpha)$ and the diffusion ( $D$ ) coefficients are functions of the three-dimensional position vector, while the scattering data is obtained from multiple measurements where both the sources and the detectors are located on fixed two-dimensional surfaces. Therefore the inverse problem of reconstruction of $\alpha$ and $D$ from the four-dimensional scattering data is overdetermined. It is evident, however, from physical considerations that a solution to the inverse problem exists. Indeed, in an ideal experiment, the measured data are produced by some fluctuations of $\alpha$ and $D$, from which it follows that these quantities and the data must satisfy the diffusion equation. We will call such data "physically admissible". The uniqueness of the solution is a more complicated matter, and it has been established, for example, that in the case of cw tomography, $\alpha$ and $D$ can not be simultaneously recovered in a unique way. ${ }^{30}$ It is also well known from electrostatics that the scalar potential measured outside a sphere can be created by different distributions of charge inside the sphere. However, the inverse problem of diffusion tomography is essentially different from this electrostatic problem because the sources and detectors are located outside the medium to be imaged.

In this paper, we establish the existence and uniqueness of solutions to the inverse problem by bringing the equations to the Fourier-Laplace integral form, which is known to have a unique inverse. The proofs are constructive and lead directly to inversion formulas. An approach based on the Fourier-Laplace transform was first suggested in Ref. 26. The Fourier transformation was used in the planar geometry by various authors ${ }^{31-34}$ to extract the transverse absorption coefficient $a(x, y)$ of a separable medium where $\alpha$ is of the form $\alpha(x, y, z)$ $=a(x, y) \delta\left(z-z_{0}\right)$, and the depth $z_{0}$ of the thin slice where all inhomogeneities are localized is known a priori. Here we generalize the method of Ref. 26, which does not require any a priori information or that the medium is separable. In particular, we include reconstruction of the diffusion coefficient (possibly simultaneously with the absorption coefficient) and different geometrical settings of sources and detectors.
Throughout this paper we assume that the sources are stationary with a harmonically modulated intensity.

This approach can be easily generalized to pulsed sources by simple Fourier transformation from the frequency to the time domains. Obviously, the important parameter for pulsed sources is the pulse duration, as opposed to the modulation frequency for harmonic sources.

In the first paper in this series, we neglect the influence of boundaries on which sources and detectors are located. Boundary conditions will be the subject of the second paper in the series. In the third paper we will develop a practical method for numerical inversion of the FourierLaplace transform based on the singular-value decomposition of the Fourier-Laplace integral operator and will present results of numerical calculations.

The paper is organized as follows: We consider three different geometrical settings and for each setting discuss reconstruction of the absorption and diffusion coefficients separately and then simultaneously. After introducing the main equations in Section 2, we consider in detail the experimentally important case of the planar geometry (Section 3). We then consider the cylindrical (Section 4) and spherical (Section 5) geometries. In Section 6 we summarize and discuss the main results obtained.

## 2. BASIC EQUATIONS

We begin with the diffusion equation for the energy density $u(\mathbf{r}, t)$ of a diffusing wave produced by a timedependent source $S(\mathbf{r}, t)$, which in its most general form can be written as

$$
\begin{equation*}
\frac{\partial u(\mathbf{r}, t)}{\partial t}=\nabla \cdot[D(\mathbf{r}) \nabla u(\mathbf{r}, t)]-\alpha(\mathbf{r}) u(\mathbf{r}, t)+S(\mathbf{r}, t) \tag{1}
\end{equation*}
$$

where $D(\mathbf{r})$ and $\alpha(\mathbf{r})$ are the position-dependent diffusion and absorption coefficients. We decompose the diffusion and absorption coefficients as $D(\mathbf{r})=D_{0}+\delta D(\mathbf{r}), \alpha(\mathbf{r})$ $=\alpha_{0}+\delta \alpha(\mathbf{r})$, where $D_{0}$ and $\alpha_{0}$ are the average (background) values of the respective coefficients. We assume that the intensity sources are harmonically timemodulated according to $S(\mathbf{r}, t)=S(\mathbf{r})[1+A \exp (-i \omega t)]$, where $A<1$ is a constant. Then Eq. (1) assumes the following form:

$$
\begin{align*}
\left(\nabla^{2}-k^{2}\right) u(\mathbf{r})= & \frac{1}{D_{0}}[\delta \alpha(\mathbf{r}) \\
& -\nabla \cdot \delta D(\mathbf{r}) \nabla] u(\mathbf{r})-\frac{1}{D_{0}} S(\mathbf{r}), \tag{2}
\end{align*}
$$

where

$$
\gamma(A)= \begin{cases}A & \text { if } \omega>0  \tag{3}\\ 1+A & \text { if } \omega=0\end{cases}
$$

and the "diffuse" wave number $k$ is given by

$$
\begin{equation*}
k^{2}=\frac{\alpha_{0}-i \omega}{D_{0}} \tag{4}
\end{equation*}
$$

and $u(\mathbf{r})$ is the Fourier component of $u(\mathbf{r}, t)$ with frequency $\omega$. Since the energy density in the absence of sources is identically zero, the solution to Eq. (2) can be written as

$$
\begin{align*}
u(\mathbf{r})= & \gamma(A) \int G_{0}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) S\left(\mathbf{r}^{\prime}\right) \mathrm{d}^{3} r^{\prime}+\int G_{0}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \\
& \times\left[\nabla_{\mathbf{r}^{\prime}} \cdot \delta D\left(\mathbf{r}^{\prime}\right) \nabla_{\mathbf{r}^{\prime}}-\delta \alpha\left(\mathbf{r}^{\prime}\right)\right] u\left(\mathbf{r}^{\prime}\right) \mathrm{d}^{3} r^{\prime} \tag{5}
\end{align*}
$$

where $G_{0}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ is the Green's function that satisfies the diffusion equation with $\delta \alpha=\delta D=0$ and a point source:

$$
\begin{equation*}
\left(\nabla_{\mathbf{r}}^{2}-k^{2}\right) G_{0}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=-\frac{1}{D_{0}} \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \tag{6}
\end{equation*}
$$

In general, $G_{0}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ must also satisfy boundary conditions on surfaces where the sources and detectors are located. The boundary conditions will be considered in the second paper in this series. Here we do not consider the effects of boundaries and assume that $G_{0}$ is the Green's function in an infinite medium:

$$
\begin{equation*}
G_{0}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\frac{\exp \left(-k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)}{4 \pi D_{0}\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \tag{7}
\end{equation*}
$$

Note that expression (7) differs in the exponential factor $\exp \left(-k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)$ [rather than $\left.\exp \left(i k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)\right]$ from the usual retarded Green's function for the scalar-wave equation. Thus the propagation of diffusing waves in an absorbing medium differs from the propagation of scalar waves. Without modulation of the source, the wave number $k$ is purely real for diffusing waves, which leads to exponential decay of $G_{0}$. For nonzero modulation frequency, $k$ becomes complex but with a positive real part.

Since diffusion tomography employs multiple pointlike source-detector pairs, we assume that the source is located at the point $\mathbf{r}_{1}$ and the detector is located at the point $\mathbf{r}_{2}: S(\mathbf{r})=S_{0} \delta\left(\mathbf{r}-\mathbf{r}_{1}\right)$. Then it readily follows from Eq. (5) that the diffuse light intensity at the point of observation $\mathbf{r}_{2}$ is given by $u\left(\mathbf{r}_{2}\right)=S_{0} \gamma(A) G\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)$, where $A$ is the modulation amplitude and $G$ is the Green's function that satisfies the integral equation

$$
\begin{align*}
G\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)= & G_{0}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)+\int G_{0}\left(\mathbf{r}_{1}, \mathbf{r}\right) \\
& \times\left[\nabla_{\mathbf{r}} \cdot \delta D(\mathbf{r}) \nabla D(\mathbf{r}) \nabla_{\mathbf{r}}\right. \\
& -\delta \alpha(\mathbf{r})] G\left(\mathbf{r}, \mathbf{r}_{2}\right) \mathrm{d}^{3} r \tag{8}
\end{align*}
$$

To lowest order in perturbation theory in $\delta D$ and $\delta \alpha$, the Green's function $G$ is given by

$$
\begin{align*}
G\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)= & G_{0}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)-\int G_{0}\left(\mathbf{r}_{1}, \mathbf{r}\right) G_{0}\left(\mathbf{r}, \mathbf{r}_{2}\right) \delta \alpha(\mathbf{r}) \mathrm{d}^{3} r \\
& -\int \nabla_{\mathbf{r}} G_{0}\left(\mathbf{r}_{1}, \mathbf{r}\right) \cdot \nabla_{\mathbf{r}} G_{0}\left(\mathbf{r}, \mathbf{r}_{2}\right) \delta D(\mathbf{r}) \mathrm{d}^{3} r \tag{9}
\end{align*}
$$

From the functional form of Eq. (9), we can conclude that $\delta \alpha$ and $\delta D$ are coupled by an integral transformation to a data function that can be defined as

$$
\begin{equation*}
\phi\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)=G_{0}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)-G\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) \tag{10}
\end{equation*}
$$

This function can be obtained from multiple measurements with different source-detector pairs. The unperturbed Green's function is usually known analytically and can be verified by analogous measurements in a homogeneous (reference) medium. Therefore the main integral equation that we intend to invert in this paper is ${ }^{35}$


Fig. 1. Different geometrical arrangements of source-detector pairs. The gray areas indicate the objects to be imaged. In the case of (a) planar geometry, the sources and detectors can be placed either on the same plane or on different planes. For the cylindrical geometry (b), the sources and detectors are placed on the boundary of the cylinder, which is assumed to be infinitely long (much longer than the characteristic size of the sample). For the spherical geometry (c) the sources and detectors are placed on the surface of the sphere.

$$
\begin{align*}
\phi\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)= & \int G_{0}\left(\mathbf{r}_{1}, \mathbf{r}\right) G_{0}\left(\mathbf{r}, \mathbf{r}_{2}\right) \delta \alpha(\mathbf{r}) \mathrm{d}^{3} r \\
& +\int \nabla_{\mathbf{r}} G_{0}\left(\mathbf{r}_{1}, \mathbf{r}\right) \cdot \nabla_{\mathbf{r}} G_{0}\left(\mathbf{r}, \mathbf{r}_{2}\right) \delta D(\mathbf{r}) \mathrm{d}^{3} r \tag{11}
\end{align*}
$$

We now recall some useful expansions of the Green's function $G_{0}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)$ that will be in subsequent sections. The three-dimensional Fourier integral representation of $G_{0}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)$ is given by
$\rho_{1}$ and $\rho_{2}$; and $I_{m}, K_{m}$ are the modified Bessel and Hankel functions of the first kind.

Finally, in the spherical geometry [Fig. 1(c)] we use the expansion of $G_{0}$ in terms of the spherical functions

$$
\begin{align*}
& G_{0}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) \\
& \quad=\frac{k}{2 \pi^{2} D_{0}} \sum_{l=0}^{\infty}(2 l+1) i_{l}\left(k r_{<}\right) k_{l}\left(k r_{>}\right) P_{l}\left(\hat{\mathbf{r}}_{1} \cdot \hat{\mathbf{r}}_{2}\right) . \tag{14}
\end{align*}
$$

Here $i_{l}$ and $k_{l}$ are the modified spherical Bessel and Hankel functions, respectively; $P_{l}(x)$ are the Legendre polynomials; $r_{<}, r_{>}$are the lesser and the greater of $r_{1}, r_{2}$; and $\hat{\mathbf{r}}_{1}, \hat{\mathbf{r}}_{2}$ are unit vectors pointing in the direction of $\mathbf{r}_{1}, \mathbf{r}_{2}$.

## 3. PLANAR GEOMETRY

We start with the planar geometry illustrated in Fig. 1(a). We consider the reconstruction of $\delta \alpha$ and $\delta D$ separately and then show how they can be reconstructed simultaneously by using two different modulation frequencies.

## A. Reconstruction of the Absorption Coefficient

Let us assume that $\delta D=0$ and $\delta \alpha \neq 0$. We choose a cylindrical coordinate system $\mathbf{r}=(\boldsymbol{\rho}, z)$, where $\rho=|\boldsymbol{\rho}|$. The data function is measured on the surfaces $z=0$ or $z=L$, depending on where the sources and detectors are located. We denote the $z$ coordinate of the plane of sources by $z_{s}$ and of the plane of detectors by $z_{d}$. Then, using the Fourier representation (12), we can write

$$
\begin{align*}
\phi_{\alpha}\left(\boldsymbol{\rho}_{1}, z_{s} ; \boldsymbol{\rho}_{2}, z_{d}\right)= & \frac{1}{(2 \pi)^{6} D_{0}^{2}} \int \mathrm{~d}^{2} \rho \mathrm{~d} z \delta \alpha(\boldsymbol{\rho}, z) \\
& \times \int \mathrm{d}^{3} p_{1} \mathrm{~d}^{3} p_{2} \frac{\exp \left\{i\left[\mathbf{p}_{1 \|} \cdot\left(\boldsymbol{\rho}_{1}-\boldsymbol{\rho}\right)+\mathbf{p}_{2 \|} \cdot\left(\boldsymbol{\rho}-\boldsymbol{\rho}_{2}\right)+p_{1 z}\left(z_{d}-z\right)+p_{2 z}\left(z-z_{s}\right)\right]\right\}}{\left[\left(p_{1 \|}\right)^{2}+\left(p_{1 z}\right)^{2}+k^{2}\right]\left[\left(p_{2 \|}\right)^{2}+\left(p_{2 z}\right)^{2}+k^{2}\right]} \tag{15}
\end{align*}
$$

$G_{0}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)=\frac{1}{(2 \pi)^{3} D_{0}} \int \frac{\exp \left[i \mathbf{q} \cdot\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)\right]}{q^{2}+k^{2}} \mathrm{~d}^{3} q$.
This expansion is useful in the planar geometry illustrated in Fig. 1(a).

In the case of the cylindrical geometry [Fig. 1(b)] we require an expansion in terms of cylinder functions:
$G_{0}\left(\rho_{1}, \varphi_{1}, z_{1} ; \rho_{2}, \varphi_{2}, z_{2}\right)$

$$
\begin{align*}
= & \frac{1}{(2 \pi)^{2} D_{0}} \sum_{m=-\infty}^{\infty} \exp \left[i m\left(\varphi_{1}-\varphi_{2}\right)\right] \\
& \times \int_{-\infty}^{\infty} \exp \left[i q\left(z_{1}-z_{2}\right)\right] K_{m}\left[\left(q^{2}+k^{2}\right)^{1 / 2} \rho_{>}\right] \\
& \times I_{m}\left[\left(q^{2}+k^{2}\right)^{1 / 2} \rho_{<}\right] \mathrm{d} q \tag{13}
\end{align*}
$$

where we have used the cylindrical coordinate system $\mathbf{r}$ $=(\rho, \varphi, z) ; \rho_{<}$and $\rho_{>}$are the lesser and the greater of
where $\|$ denotes the components of three-dimensional vectors $\mathbf{p}_{1,2}$ parallel to the planes of the sources and detectors. The subscript $\alpha$ in $\phi_{\alpha}$ is used to emphasize that this is the scattering data produced by a nonzero $\delta \alpha$. We assume that $\delta \alpha(\boldsymbol{\rho}, z)$ vanishes for $z<0, z>L$, and $\rho \rightarrow \infty$. Consequently, the data function also vanishes when $\rho_{1} \rightarrow \infty$ or $\rho_{2} \rightarrow \infty$, and we can define a Fourier transform of the data function according to

$$
\begin{align*}
\phi_{\alpha}\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right)= & \int \mathrm{d}^{2} \rho_{1} \mathrm{~d}^{2} \rho_{2} \phi_{\alpha}\left(\boldsymbol{\rho}_{1}, z_{s} ; \boldsymbol{\rho}_{2}, z_{d}\right) \\
& \times \exp \left[i\left(\mathbf{q}_{1} \cdot \boldsymbol{\rho}_{1}+\mathbf{q}_{2} \cdot \boldsymbol{\rho}_{2}\right)\right] \tag{16}
\end{align*}
$$

where $\mathbf{q}_{1,2}$ are two-dimensional vectors parallel to the planes of the sources and detectors. We apply the transformation (16) to the integral equation (15), which results in

$$
\begin{equation*}
\phi_{\alpha}\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right)=\int \mathrm{d}^{2} \rho \mathrm{~d} z \delta \alpha(\mathbf{p}, z) \frac{\exp \left[i\left(\mathbf{q}_{1}+\mathbf{q}_{2}\right) \cdot \boldsymbol{\rho}-Q\left(q_{1}\right)\left|z-z_{s}\right|-Q\left(q_{2}\right)\left|z-z_{d}\right|\right]}{\left(2 D_{0}\right)^{2} Q\left(q_{1}\right) Q\left(q_{2}\right)} \tag{17}
\end{equation*}
$$

where

$$
\begin{equation*}
Q(q) \equiv\left(\mathbf{q}^{2}+k^{2}\right)^{1 / 2} \tag{18}
\end{equation*}
$$

and we have used the result

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{\exp (i z t) \mathrm{d} t}{t^{2}+q^{2}+k^{2}}=\frac{\pi \exp [-Q(q)|z|]}{Q(q)} \tag{19}
\end{equation*}
$$

Now we restrict our attention to the case in which both the sources and the detectors are placed on the same plane. Without loss of generality, we can assume that $z_{s}=z_{d}=0$ and $z>0$. Results for the case in which sources and detectors are placed on different planes are discussed in Subsection 3.D. Assuming that the object to be imaged is in the right half-space $z>0$, we obtain the following from Eq. (17):

$$
\begin{align*}
\phi_{\alpha}\left(\mathbf{q}_{1},\right. & \left.\mathbf{q}_{2}\right) \\
= & \int \mathrm{d}^{2} \rho \mathrm{~d} z \delta \alpha(\boldsymbol{\rho}, z) \\
& \times \frac{\exp \left[i\left(\mathbf{q}_{1}+\mathbf{q}_{2}\right) \cdot \boldsymbol{\rho}-\left(Q\left(q_{1}\right)+Q\left(q_{2}\right)\right) z\right]}{\left(2 D_{0}\right)^{2} Q\left(q_{1}\right) Q\left(q_{2}\right)} . \tag{20}
\end{align*}
$$

$$
\begin{equation*}
\mathbf{q}_{1,2}=\frac{\zeta}{2} \pm \frac{\mathbf{e}_{z} \times \zeta}{\zeta}\left[\left(\frac{\eta}{2}\right)^{2}-\left(\frac{\zeta}{2}\right)^{2}-k^{2}\right]^{1 / 2} \tag{25}
\end{equation*}
$$

Given solution (25), we can rewrite Eq. (17) as

$$
\begin{equation*}
\psi_{\alpha}(\zeta, \eta)=\int \mathrm{d}^{2} \rho \mathrm{~d} z \delta \alpha(\boldsymbol{\rho}, z) \exp (i \zeta \cdot \boldsymbol{\rho}+\eta z) \tag{26}
\end{equation*}
$$

with

$$
\begin{equation*}
\psi_{\alpha}(\zeta, \eta)=\left(D_{0} \eta\right)^{2} \phi_{\alpha}\left[\mathbf{q}_{1}(\zeta, \eta), \mathbf{q}_{2}(\zeta, \eta)\right] \tag{27}
\end{equation*}
$$

Equation (26) can now be formally inverted for $\delta \alpha$ as

$$
\begin{equation*}
\delta \alpha(\boldsymbol{\rho}, z)=\frac{1}{i(2 \pi)^{3}} \int \mathrm{~d}^{2} \zeta \int \mathrm{~d} \eta \psi_{\alpha}(\zeta, \eta) \exp (\eta z-i \zeta \cdot \boldsymbol{\rho}), \tag{28}
\end{equation*}
$$

where the integral over $\mathrm{d} \eta$ is taken along an infinite line parallel to the imaginary axis in the complex $\eta$ plane.

To illustrate the use of the inversion formula (28), we consider the reconstruction of $\delta \alpha$ for a point absorber with $\delta \alpha(\mathbf{r})=\alpha_{0} \delta\left(\boldsymbol{\rho}-\boldsymbol{\rho}_{0}\right) \delta\left(z-z_{0}\right)$. The data function is given by

$$
\begin{equation*}
\phi_{\alpha}\left(\boldsymbol{\rho}_{1}, 0 ; \boldsymbol{\rho}_{2}, 0\right)=\frac{\alpha_{0}}{\left(4 \pi D_{0}\right)^{2}} \frac{\exp \left(-k\left\{\left[\left(\boldsymbol{\rho}_{1}-\boldsymbol{\rho}_{0}\right)^{2}+z_{0}^{2}\right]^{1 / 2}+\left[\left(\boldsymbol{\rho}_{2}-\boldsymbol{\rho}_{0}\right)^{2}+z_{0}^{2}\right]^{1 / 2}\right\}\right)}{\left\{\left[\left(\boldsymbol{\rho}_{1}-\boldsymbol{\rho}_{0}\right)^{2}+z_{0}^{2}\right]\left[\left(\boldsymbol{\rho}_{2}-\boldsymbol{\rho}_{0}\right)^{2}+z_{0}^{2}\right]\right\}^{1 / 2}} . \tag{29}
\end{equation*}
$$

The above equation resembles the Fourier-Laplace transform of $\delta \alpha(\boldsymbol{\rho}, z)$, except that the prefactors in front of $\boldsymbol{\rho}$ and $z$ do not formally coincide with the arguments of the data function $\phi_{\alpha}\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right)$. To overcome this obstacle, we introduce an invertible transformation that maps the four-dimensional manifold $\left(\boldsymbol{\rho}_{1}, \boldsymbol{\rho}_{2}\right)$ onto a fourdimensional manifold ( $\zeta, \eta_{1}, \eta_{2}$ ) according to

$$
\begin{align*}
\zeta & =\mathbf{q}_{1}+\mathbf{q}_{2}  \tag{21}\\
\eta_{1} & =2 Q\left(q_{1}\right)  \tag{22}\\
\eta_{2} & =2 Q\left(q_{2}\right) \tag{23}
\end{align*}
$$

The Jacobian of this transformation can be easily found:

$$
\begin{equation*}
J=\frac{\partial\left(\boldsymbol{\zeta}, \eta_{1}, \eta_{2}\right)}{\partial\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right)}=\frac{4\left(\mathbf{q}_{2} \times \mathbf{q}_{1}\right) \cdot \hat{\mathbf{e}}_{z}}{Q\left(q_{1}\right) Q\left(q_{2}\right)} \tag{24}
\end{equation*}
$$

where $\hat{\mathbf{e}}_{z}$ is a unit vector in the $z$ direction. As follows from Eq. (24), $J$ vanishes only for collinear vectors $\mathbf{q}_{1}$ and $\mathbf{q}_{2}$. The submanifold of collinear $\mathbf{q}_{1}$ and $\mathbf{q}_{2}$ of the original four-dimensional manifold $\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right)$ is of measure zero and can be neglected for our purposes.

The integral transformation (17) maps a function of a three-dimensional argument $\delta \alpha(\boldsymbol{\rho}, z)$ onto a function of a four-dimensional argument $\phi_{\alpha}\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right)$, and the inverse problem is therefore overdetermined. We will show that it is sufficient to restrict the domain of the data function to a three-dimensional manifold defined by $q_{1}=q_{2}=q$ (in terms of the new variables, $\eta_{1}=\eta_{2}=\eta$ ). In this case, the solution to Eqs. (21)-(23) is given by

The Fourier transform of Eq. (29) can be easily obtained according to Eq. (16):

$$
\begin{align*}
& \phi_{\alpha}\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right) \\
& \quad=\frac{\alpha_{0}}{\left(2 D_{0}\right)^{2}} \frac{\exp \left[i\left(\mathbf{q}_{1}+\mathbf{q}_{2}\right) \cdot \boldsymbol{\rho}_{0}-\left(\boldsymbol{Q}\left(q_{1}\right)+\boldsymbol{Q}\left(q_{2}\right)\right) z_{0}\right]}{Q\left(q_{1}\right) Q\left(q_{2}\right)} \tag{30}
\end{align*}
$$

Using the definitions (27) and Eqs. (21)-(23), and taking into account that $\eta_{1}=\eta_{2}=\eta$, we find that

$$
\begin{equation*}
\psi_{\alpha}(\boldsymbol{\zeta}, \eta)=\alpha_{0} \exp \left(i \zeta \cdot \boldsymbol{\rho}_{0}-\eta z_{0}\right) \tag{31}
\end{equation*}
$$

The inverse Fourier-Laplace transformation of this function according to Eq. (28) obviously results in the original distribution $\delta \alpha=\alpha_{0} \delta\left(\boldsymbol{\rho}-\boldsymbol{\rho}_{0}\right) \delta\left(z-z_{0}\right)$. Thus the inversion formula (28) was verified for a point absorber. From the linearity of integral equation (11), it can also be concluded that the inversion formula holds for arbitrary $\delta \alpha$.

It should be noted that for the Laplace part of the transformation in Eq. (28), integration can be carried out along the imaginary axis, $\eta=i \sigma$, where $\sigma$ is real. This can be easily verified for a point absorber, but it also follows from the general fact that the Laplace transform (26) converges for $\eta=0$ simply because $\delta \alpha$ vanishes for $z$ $>L$. Therefore the inversion formula (28) can be written in a more specific form:

$$
\begin{align*}
\delta \alpha(\boldsymbol{\rho}, z)= & \frac{1}{(2 \pi)^{3}} \int \mathrm{~d}^{2} \zeta \int_{-\infty}^{\infty} \mathrm{d} \sigma \psi_{\alpha}(\zeta, i \sigma) \\
& \times \exp [i(\sigma z-\zeta \cdot \boldsymbol{\rho})] \tag{32}
\end{align*}
$$

The inversion formula obtained in this subsection establishes the uniqueness of a solution to the inverse problem, provided that the data are physically admissible. In addition, the inversion formula (28) implicitly defines an inversion kernel for the integral equation (11). Indeed, we can define

$$
\begin{align*}
K_{\alpha}\left(\boldsymbol{\rho}, z ; \boldsymbol{\rho}_{1}, \boldsymbol{\rho}_{2}\right)= & \frac{-D_{0}^{2}}{(2 \pi)^{3}} \int_{-\infty}^{\infty} \mathrm{d} \sigma \sigma^{2} \exp (i \sigma z) \\
& \times \int \mathrm{d}^{2} \zeta \exp \left\{i \zeta \cdot\left(\frac{\boldsymbol{\rho}_{1}+\boldsymbol{\rho}_{2}}{2}-\boldsymbol{\rho}\right)\right. \\
& -\frac{\hat{\mathbf{e}} \times \zeta}{\zeta} \cdot\left(\boldsymbol{\rho}_{1}-\boldsymbol{\rho}_{2}\right) \\
& \left.\times\left[(\sigma / 2)^{2}+(\zeta / 2)^{2}+k^{2}\right]^{1 / 2}\right\} . \tag{33}
\end{align*}
$$

such that

$$
\begin{equation*}
\int \mathrm{d}^{2} \rho_{1} \mathrm{~d}^{2} \rho_{2} K_{\alpha}\left(\boldsymbol{\rho}, z ; \boldsymbol{\rho}_{1}, \boldsymbol{\rho}_{2}\right) \phi_{\alpha}\left(\boldsymbol{\rho}_{1}, \boldsymbol{\rho}_{2}\right)=\delta \alpha(\boldsymbol{\rho}, z) \tag{34}
\end{equation*}
$$

or, equivalently,

$$
\begin{align*}
& \int \mathrm{d}^{2} \rho_{1} \mathrm{~d}^{2} \rho_{2} K_{\alpha}\left(\boldsymbol{\rho}, z ; \boldsymbol{\rho}_{1}, \boldsymbol{\rho}_{2}\right) G_{0}\left(\boldsymbol{\rho}_{1}, 0 ; \boldsymbol{\rho}^{\prime}, z^{\prime}\right) \\
& \quad \times G_{0}\left(\boldsymbol{\rho}_{2}, 0 ; \boldsymbol{\rho}^{\prime}, z^{\prime}\right)=\delta\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right) \delta\left(z-z^{\prime}\right) \tag{35}
\end{align*}
$$

The inversion formula derived above requires an analytic continuation of the data function $\phi_{\alpha}\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right)$ to complex values of $\mathbf{q}_{1}$ and $\mathbf{q}_{2}$. In the case of a point absorber, the analytic continuation is trivial, because an explicit formula for $\phi_{\alpha}\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right)$ is available. In general, analytic continuation can pose a mathematical problem. However, a number of effective numerical methods for inversion of the Laplace transform that avoid analytic continuation have been developed and tested in application to such areas of physics as photon correlation spectroscopy, ${ }^{36-38}$ chemical kinetics, ${ }^{39}$ and nuclear physics. ${ }^{40}$ In general, the robustness of the Laplace transform inversion can be greatly increased by utilizing some a priori information about the function being reconstructed.

## B. Reconstruction of the Diffusion Coefficient

Now we assume in Eq. (11) that $\delta \alpha=0$ and $\delta D \neq 0$. To facilitate the derivation of an inversion formula similar to the one in Subsection 3.B we retain the gradient operators in the integrand until the final step of the derivation. Using the Fourier representation (12), we can write Eq. (11) as

$$
\begin{align*}
\phi_{D}\left(\boldsymbol{\rho}_{1}, \boldsymbol{\rho}_{2}\right)= & \frac{1}{(2 \pi)^{6} D_{0}^{2}} \int \mathrm{~d}^{3} r \delta D(\boldsymbol{\rho}, z) \\
& \times\left[\nabla_{\mathbf{r}} \int \mathrm{d}^{3} p_{1} \frac{\exp \left[i \mathbf{p}_{1} \cdot\left(\boldsymbol{\rho}_{1}+z_{d} \hat{\mathbf{e}}_{z}-\mathbf{r}\right)\right]}{p_{1}^{2}+k^{2}}\right] \\
& \cdot\left[\nabla_{\mathbf{r}} \int \mathrm{d}^{3} p_{2} \frac{\exp \left[i \mathbf{p}_{2} \cdot\left(\mathbf{r}-\boldsymbol{\rho}_{2}-z_{s} \hat{\mathbf{e}}_{s}\right)\right]}{p_{2}^{2}+k^{2}}\right] \tag{36}
\end{align*}
$$

where we have used the subscript $D$ to emphasize that $\phi_{D}$ is the scattering data produced by a nonzero $\delta D$. After Fourier transformation of Eq. (36) according to Eq. (16), we obtain

$$
\begin{align*}
\phi_{D}\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right)= & \frac{1}{\left(2 D_{0}\right)^{2} Q\left(q_{1}\right) Q\left(q_{2}\right)} \int \mathrm{d}^{2} \rho \mathrm{~d} z \delta D(\boldsymbol{\rho}, z) \\
& \times\left[\nabla_{\mathbf{r}} \exp \left(i \mathbf{q}_{1} \cdot \boldsymbol{\rho}-Q\left(q_{1}\right)\left|z-z_{s}\right|\right)\right] \\
& \cdot\left[\nabla_{\mathbf{r}} \exp \left(i \mathbf{q}_{2} \cdot \boldsymbol{\rho}-Q\left(q_{2}\right) \mid z-z_{d}\right)\right] \tag{37}
\end{align*}
$$

As before, we restrict consideration to the case in which both the sources and the detectors are located on the same plane ( $z_{s}=z_{d}=0$ ). The result is
$\phi_{D}\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right)$

$$
\begin{align*}
= & \frac{Q\left(q_{1}\right) Q\left(q_{2}\right)-\mathbf{q}_{1} \cdot \mathbf{q}_{2}}{\left(2 D_{0}\right)^{2} Q\left(q_{1}\right) Q\left(q_{2}\right)} \int \mathrm{d}^{2} \rho \mathrm{~d} z \delta D(\boldsymbol{\rho}, z) \\
& \times \exp \left\{i\left(\mathbf{q}_{1}+\mathbf{q}_{2}\right) \cdot \boldsymbol{\rho}-\left[Q\left(q_{1}\right)+Q\left(q_{2}\right)\right] z\right\} . \tag{38}
\end{align*}
$$

The above equation differs from Eq. (20) only by a multiplicative factor that is a function of $\mathbf{q}_{1}$ and $\mathbf{q}_{2}$. Using the definitions of $\zeta$ and $\eta$ introduced in the previous subsection, we can write, similar to Eqs. (26) and (27),

$$
\begin{equation*}
\psi_{D}(\zeta, \eta)=\int \mathrm{d}^{2} \rho \mathrm{~d} z \delta D(\boldsymbol{\rho}, z) \exp (i \zeta \cdot \boldsymbol{\rho}+\eta z) \tag{39}
\end{equation*}
$$

with

$$
\begin{equation*}
\psi_{D}(\zeta, \eta)=\frac{\left(D_{0} \eta\right)^{2}}{\eta^{2}-\zeta^{2}-2 k^{2}} \phi_{D}\left[\mathbf{q}_{1}(\zeta, \eta), \mathbf{q}_{2}(\zeta, \eta)\right] \tag{40}
\end{equation*}
$$

We can solve Eq. (39) for $\delta D$ by using Eq. (32). However, $\psi$ is now given by Eq. (40) rather than by Eq. (27).

In a manner similar to the case considered in the Subsection 3.A, we can verify the inversion formulas (39) and (40) for a pointlike scatter with $\delta D(\boldsymbol{\rho}, z)=D_{0} \delta(\boldsymbol{\rho}$ $\left.-\boldsymbol{\rho}_{0}\right) \delta\left(z-z_{0}\right)$. The inversion kernel can be written as

$$
\begin{align*}
& K_{D}\left(\boldsymbol{\rho}, z ; \boldsymbol{\rho}_{1}, \boldsymbol{\rho}_{2}\right) \\
& =\frac{2 D_{0}^{2}}{(2 \pi)^{3}} \int_{-\infty}^{\infty} \mathrm{d} \sigma \sigma^{2} \exp (i \sigma z) \int \frac{\mathrm{d}^{2} \zeta}{\sigma^{2}+\zeta^{2}+2 k^{2}} \\
& \quad \times \exp \left\{i \zeta \cdot\left(\frac{\boldsymbol{\rho}_{1}+\boldsymbol{\rho}_{2}}{2}-\boldsymbol{\rho}\right)-\frac{\hat{\mathbf{e}}_{z} \times \zeta}{\zeta} \cdot\left(\boldsymbol{\rho}_{1}-\boldsymbol{\rho}_{2}\right)\right. \\
& \left.\quad \times\left[(\sigma / 2)^{2}+(\zeta / 2)^{2}+k^{2}\right]^{1 / 2}\right\} \tag{41}
\end{align*}
$$

## C. Simultaneous Reconstruction of the Absorption and Diffusion Coefficients

In the general case, when $\delta \alpha \neq 0$ and $\delta D \neq 0$, we can combine the above derivations and write the Fouriertransformed data function as

$$
\begin{align*}
\phi_{\mathrm{tot}}\left(\mathbf{q}_{1},\right. & \left.\mathbf{q}_{2}\right) \\
= & \frac{1}{\left(2 D_{0}\right)^{2} Q\left(q_{1}\right) Q\left(q_{2}\right)} \int \mathrm{d}^{3} r \delta \alpha(\boldsymbol{\rho}, z) \\
& \times \exp \left[i\left(\mathbf{q}_{1}+\mathbf{q}_{2}\right) \cdot \boldsymbol{\rho}-\left(Q\left(q_{1}\right)+\boldsymbol{Q}\left(q_{2}\right)\right) z\right] \\
& +\frac{Q\left(q_{1}\right) Q\left(q_{2}\right)-\mathbf{q}_{1} \cdot \mathbf{q}_{2}}{\left(2 D_{0}\right)^{2} \boldsymbol{Q}\left(q_{1}\right) Q\left(q_{2}\right)} \int \mathrm{d}^{3} r \delta D(\boldsymbol{\rho}, z) \\
& \times \exp \left[i\left(\mathbf{q}_{1}+\mathbf{q}_{2}\right) \cdot \boldsymbol{\rho}-\left(Q\left(q_{1}\right)+\boldsymbol{Q}\left(q_{2}\right)\right) z\right] . \tag{42}
\end{align*}
$$

As above, we use the transformation [Eqs. (21)-(23)], and restrict consideration to the subspace $\eta_{1}=\eta_{2}=\eta$. Then Eq. (42) can be rewritten as

$$
\begin{align*}
\phi_{\mathrm{tot}}(\zeta, \eta, k)= & \int \mathrm{d}^{2} \rho \mathrm{~d} z\left[c_{\alpha}(\zeta, \eta) \delta \alpha(\boldsymbol{\rho}, z)\right. \\
& \left.+c_{D}(\zeta, \eta, k) \delta D(\boldsymbol{\rho}, z)\right] \exp (i \zeta \cdot \boldsymbol{\rho}-\eta z) \tag{43}
\end{align*}
$$

where we have indicated the explicit dependence on the wave number $k$. In particular, the quantities $\delta \alpha$ and $\delta D$ under the integrals in the right-hand side of Eq. (43) do not depend explicitly on $k$. The dependence of $c_{\alpha}$ and $c_{D}$ on their arguments is given by

$$
\begin{align*}
c_{\alpha}(\zeta, \eta) & =1 /\left(D_{0} \eta\right)^{2}  \tag{44}\\
c_{D}(\zeta, \eta, k) & =\left(\eta^{2} / 2-\zeta^{2} / 2-k^{2}\right) /\left(D_{0} \eta\right)^{2} \tag{45}
\end{align*}
$$

Thus, the coefficient $c_{D}$ depends explicitly on $k$ and therefore on the modulation frequency $\omega$.

If we consider Eq. (43) for fixed values of $\mathbf{q}_{1}$ and $\mathbf{q}_{2}$ (with $\zeta$ and $\eta$ being the functions of the latter), there exists also an implicit dependence of the coefficients and integrands on $k$, since Eqs. (21)-(23) contain $k$ as a parameter. However, it is possible to view the variables $\zeta, \eta$, and $k$ as mathematically independent. Indeed, suppose that we fix the variables $\zeta$ and $\eta$ and change $k$. In view of Eq. (25), this simply corresponds to using different values of $\mathbf{q}_{1}, \mathbf{q}_{2}$.

The left-hand side in Eq. (43) is the experimentally measurable data function. The right-hand side is given by a sum of two terms originating from nonzero values of $\delta \alpha$ and $\delta D$, namely, $c_{\alpha} \psi_{\alpha}$ and $c_{D} \psi_{D}$. The functions $\psi_{\alpha}$ and $\psi_{D}$ can be used to calculate $\delta \alpha$ and $\delta D$ by the inverse Fourier-Laplace transformation as described above, but they are not measurable separately. However, if we perform measurements at two different frequencies, $\omega_{1}$ and $\omega_{2}$ (with corresponding wave numbers $k_{1}$ and $k_{2}$ ), we obtain the system of equations

$$
\begin{align*}
& \phi_{\mathrm{tot}}\left(\zeta, \eta, k_{1}\right)=c_{\alpha}(\zeta, \eta) \psi_{\alpha}(\zeta, \eta)+c_{D}\left(\zeta, \eta, k_{1}\right) \psi_{D}(\zeta, \eta),  \tag{46}\\
& \phi_{\mathrm{tot}}\left(\zeta, \eta, k_{2}\right)=c_{\alpha}(\zeta, \eta) \psi_{\alpha}(\zeta, \eta)+c_{D}\left(\zeta, \eta, k_{2}\right) \psi_{D}(\zeta, \eta), \tag{47}
\end{align*}
$$

which can be easily solved for $\psi_{\alpha}$ and $\psi_{D}$. Therefore the functions $\psi_{\alpha}$ and $\psi_{D}$ can be found separately for all values of $\zeta$ and $\eta$ and the absorption and diffusion coefficients-by the inverse Fourier-Laplace transformation of these functions. In particular, we obtain from Eqs. (46) and (47) and Eqs. (44) and (45)

$$
\begin{align*}
& \psi_{\alpha}(\zeta, \eta) \\
& =\begin{aligned}
& \frac{\left(D_{0} \eta\right)^{2}}{k_{1}^{2}-k_{2}^{2}}\left\{k_{1}^{2} \phi_{\mathrm{tot}}\left(\zeta, \eta, k_{2}\right)-k_{2}^{2} \phi_{\mathrm{tot}}\left(\zeta, \eta, k_{1}\right)\right. \\
& \left.\quad+\left(\eta^{2} / 2-\zeta^{2} / 2\right)\left[\phi_{\mathrm{tot}}\left(\zeta, \eta, k_{1}\right)-\phi_{\mathrm{tot}}\left(\zeta, \eta, k_{2}\right)\right]\right\}
\end{aligned}
\end{align*}
$$

$\psi_{D}(\zeta, \eta)$

$$
\begin{equation*}
=\left(D_{0} \eta\right)^{2} \frac{\phi_{\mathrm{tot}}\left(\zeta, \eta, k_{2}\right)-\phi_{\mathrm{tot}}\left(\zeta, \eta, k_{1}\right)}{k_{1}^{2}-k_{2}^{2}} . \tag{49}
\end{equation*}
$$

## D. Reconstruction in the Biplanar Geometry

Now we briefly discuss the case in which the sources and detectors are placed on different planes. Without loss of generality, we can assume that $z_{s}=0, z_{d}=L$, and 0 $<z<L$. We consider first the reconstruction of the absorption ( $\delta D=0$ and $\delta \alpha \neq 0$ ). Equation (17) now assumes the form

$$
\begin{align*}
& \phi_{\alpha}\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right) \\
& =\frac{\exp \left[-L Q\left(q_{2}\right)\right]}{\left(2 D_{0}\right)^{2} Q\left(q_{1}\right) Q\left(q_{2}\right)} \int d^{2} \rho \mathrm{~d} z \delta \alpha(\boldsymbol{\rho}, z) \\
&  \tag{50}\\
& \quad \times \exp \left\{i\left(\mathbf{q}_{1}+\mathbf{q}_{2}\right) \cdot \boldsymbol{\rho}-\left[Q\left(q_{1}\right)-Q\left(q_{2}\right)\right] z\right\}
\end{align*}
$$

Again, we use the new variables [Eqs. (21)-(23)], but now we restrict consideration to the subspace defined by $\eta_{1}$ $=-\eta_{2}=\eta$. Substituting the new variables into Eq. (50), we obtain an equation that has exactly the same form as Eq. (26), but with $\psi$ defined by

$$
\begin{equation*}
\psi_{\alpha}(\zeta, \eta)=-\left(D_{0} \eta\right)^{2} \exp (-\eta L / 2) \phi_{\alpha}\left[\mathbf{q}_{1}(\zeta, \eta), \mathbf{q}_{2}(\zeta, \eta)\right] . \tag{51}
\end{equation*}
$$

It is important to note that measurements in the biplanar geometry are more suitable for numerical inversion than in the single-plane geometry. Mathematically, this follows from the fact that there is a minus sign in the exponential factor $\left[Q\left(q_{1}\right)-Q\left(q_{2}\right)\right] z$ in Eq. (50) [compare with Eq. (20)], and the Laplace transform of $\delta \alpha$ can be obtained for smaller values of the Laplace variable without analytic continuation. Physically, this can be interpreted by observing that in the case of the biplanar geometry, the photons that propagate from the plane $z=z_{s}$ to the plane $z=z_{d}$ are more likely to cross the region where $\delta \alpha \neq 0$ than the photons that were emitted and detected on the same plane.
For the reconstruction of the diffusion coefficient ( $\delta \alpha$ $=0$ and $\delta D \neq 0$ ), we obtain

$$
\begin{align*}
\phi_{D}\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right)= & \frac{-\exp \left[-L Q\left(q_{1}\right)\right]\left[Q\left(q_{1}\right) Q\left(q_{2}\right)+\mathbf{q}_{1} \cdot \mathbf{q}_{2}\right]}{\left(2 D_{0}\right)^{2} Q\left(q_{1}\right) Q\left(q_{2}\right)} \\
& \times \int \mathrm{d}^{2} \rho \mathrm{~d} z \delta \alpha(\boldsymbol{\rho}, z) \exp \left[i\left(\mathbf{q}_{1}+\mathbf{q}_{2}\right) \cdot \boldsymbol{\rho}\right. \\
& \left.-\left(Q\left(q_{1}\right)-Q\left(q_{2}\right)\right) z\right] . \tag{52}
\end{align*}
$$

With the same transformation of variables as above, this can be brought to the form (39) with the function $\psi$ given by

$$
\begin{equation*}
\psi_{D}(\zeta, \eta)=\frac{-\left(D_{0} \eta\right)^{2} \exp (-\eta L / 2) \phi_{D}\left[\mathbf{q}_{1}(\zeta, \eta), \mathbf{q}_{2}(\zeta, \eta)\right]}{\left(\eta^{2}-\zeta^{2}-2 k^{2}\right)} \tag{53}
\end{equation*}
$$

Finally, in the case when both $\delta \alpha$ and $\delta D$ are not zero, we can use the two-frequency method described in Subsection 3.C. The only difference is that the expressions for the coefficients $c_{\alpha}$ and $c_{D}$ on the right-hand side of Eqs. (44) and (45) must be multiplied by an extra factor of $-\exp (\eta L / 2)$, as follows from Eqs. (51) and (53).

## E. Reconstruction with a Fixed Source

To conclude the discussion of the planar geometry, we consider reconstruction from measurements with a fixed source. We assume that the location of the source on the measurement plane, $\boldsymbol{\rho}_{1}$, is fixed, while the detectors, $\boldsymbol{\rho}_{2}$, can still occupy the measurement plane. Thus the data function with a fixed source has only two degrees of freedom, and the inverse problem is underdetermined. However, we can add an additional degree of freedom by varying the modulation frequency $\omega$ or the wave number $k$, which makes the data three-dimensional. In this subsection we consider only reconstruction of the absorption coefficient; the derivations for the diffusion coefficient can be easily carried out as described in Subsection 3.B.

Without loss of generality, we set $\boldsymbol{\rho}_{1}=0$. The data function in this case depends on $\boldsymbol{\rho}_{2}$ and $k$ :

$$
\begin{align*}
\phi_{\alpha}\left(\boldsymbol{\rho}_{2}, k\right)= & \frac{1}{(2 \pi)^{3} D_{0}} \int \mathrm{~d}^{3} r \delta \alpha(\mathbf{r}) G_{0}(\mathbf{r}, 0) \\
& \times \int \mathrm{d}^{3} p \frac{\exp \left[i \mathbf{p} \cdot\left(\boldsymbol{\rho}_{1}-\mathbf{r}\right)\right]}{p^{2}+k^{2}}, \tag{54}
\end{align*}
$$

where we have used the expansion (12). Since $G_{0}(\mathbf{r}, 0)$ depends only on $\mathbf{r}$ we can consider the combination $a(\mathbf{r})$ $=\delta \alpha(\mathbf{r}) G_{0}(\mathbf{r}, 0)$ as the unknown function to be reconstructed.

Following the general procedure outlined in Subsection 3.A, we Fourier transform $\phi_{\alpha}\left(\boldsymbol{\rho}_{2}, k\right)$ according to

$$
\begin{equation*}
\phi_{\alpha}(\mathbf{q}, k)=\int \phi_{\alpha}\left(\boldsymbol{\rho}_{1}, k\right) \exp \left(i \mathbf{q} \cdot \boldsymbol{\rho}_{1}\right) \mathrm{d}^{2} \rho_{1} \tag{55}
\end{equation*}
$$

to obtain (in the case $z_{s}=z_{d}=0$ and $z>0$ )

$$
\begin{equation*}
\phi_{\alpha}(\mathbf{q}, k)=\frac{1}{2 D_{0}} \int \mathrm{~d}^{3} r a(\mathbf{r}) \frac{\exp [i \mathbf{q} \cdot \boldsymbol{\rho}-z Q(q)]}{Q(q)} . \tag{56}
\end{equation*}
$$

Next, we introduce new variables, $\zeta$ and $\eta$, according to

$$
\begin{align*}
& \zeta=\mathbf{q}  \tag{57}\\
& \eta=Q(q) \tag{58}
\end{align*}
$$

This transformation is obviously invertible. In the new variables we have

$$
\begin{equation*}
\psi_{\alpha}(\zeta, \eta)=\int \mathrm{d}^{2} \rho \mathrm{~d} z \alpha(\boldsymbol{\rho}, z) \exp (i \zeta \cdot \boldsymbol{\rho}-\eta z) \tag{59}
\end{equation*}
$$

where $\quad \psi_{\alpha}(\zeta, \eta)=\phi_{\alpha}[\mathbf{q}(\zeta, \eta), k(\zeta, \eta)]$, and $\quad \mathbf{q}(\zeta, \eta)$ $=\zeta, k(\zeta, \eta)=\left(\eta^{2}-\zeta^{2}\right)^{1 / 2}$.

As can be seen from definition (4), the variable $k^{2}$ can vary in the complex plane along the semi-infinite line
$\left[k_{0}^{2}-i 0, k_{0}^{2}-i \infty\right)$ where $k_{0}^{2}=\alpha_{0} / D_{0}$. From this line the data function can be analytically continued to arbitrary complex values of $k^{2}$, and Eq. (59) can be solved for $a(\mathbf{r})$ by the inverse Fourier-Laplace transformation.

This proves that measurements with a fixed source but multiple modulation frequencies can also be used for the reconstruction of the absorption coefficient when there are no fluctuations in the diffusion coefficient. It is also possible to reconstruct the diffusion coefficients in this setting when there are no fluctuations in the absorption coefficient. Simultaneous reconstruction of $\delta \alpha$ and $\delta D$ is not possible with a single fixed source. It is, however, plausible that such reconstructions can be carried out with two fixed spatially separated sources.

## 4. CYLINDRICAL GEOMETRY

In this section we assume that the sources and detectors are located on the surface of an infinite cylinder of radius $R$ (Fig. 1). The functions $\delta \alpha(\rho, \varphi, z)$ and $\delta D(\rho, \varphi, z)$ are taken to vanish for $\rho>R$. In cylindrical coordinates, the data function can be written as $\phi$ $=\phi\left(\varphi_{1}, z_{1} ; \varphi_{2}, z_{2}\right)$, since the value of the coordinate $\rho$ is fixed for both sources and detectors. First, we discuss reconstruction of $\delta \alpha$ and $\delta D$ separately. Given the reconstruction formulas for $\delta \alpha \neq 0, \delta D=0$ and $\delta D \neq 0, \delta \alpha$ $=0$, simultaneous reconstruction of these two functions is carried out as discussed in Subsection 3.C.

## A. Reconstruction of the Absorption Coefficient

We start by considering the case $\delta D=0$ and $\delta \alpha \neq 0$. Using expansion (13) and the cylindrical reference frame $\mathbf{r}=(\rho, \varphi, z)$, we can write

$$
\begin{align*}
\phi_{\alpha}\left(\varphi_{1}\right. & \left., z_{1} ; \varphi_{2}, z_{2}\right) \\
= & \frac{1}{(2 \pi)^{4} D_{0}^{2}} \sum_{m_{1}, m_{2}=-\infty}^{\infty} \exp \left[-i\left(m_{1} \varphi_{1}-m_{2} \varphi_{2}\right)\right] \\
& \times \int_{-\infty}^{\infty} \mathrm{d} q_{1} \int_{-\infty}^{\infty} \mathrm{d} q_{2} \exp \left[i\left(q_{1} z_{1}-q_{2} z_{2}\right)\right] \\
& \times K_{m_{1}}\left(R Q\left(q_{1}\right)\right) K_{m_{2}}\left(R Q\left(q_{2}\right)\right) \\
& \times \int \mathrm{d}^{3} r \delta \alpha(\mathbf{r}) \exp \left\{i\left[\left(m_{2}-m_{1}\right) \varphi+\left(q_{2}-q_{1}\right) z\right]\right\} \\
& \times I_{m_{1}}\left(\rho Q\left(q_{1}\right)\right) I_{m_{2}}\left(\rho Q\left(q_{2}\right)\right), \tag{60}
\end{align*}
$$

where $Q(q)$ is given by Eq. (18). Now we Fourier transform the data according to

$$
\begin{align*}
\phi_{\alpha}\left(m_{1}\right. & \left., q_{1} ; m_{2}, q_{2} ; \widetilde{\varphi}\right) \\
= & \int_{-\infty}^{\infty} \mathrm{d} z_{1} \int_{-\infty}^{\infty} \mathrm{d} z_{2} \int_{0}^{2 \pi} \mathrm{~d} \varphi_{1} \int_{0}^{2 \pi} \mathrm{~d} \varphi_{2} \phi_{\alpha}\left(\varphi_{1}, z_{1} ; \varphi_{2}, z_{2}\right) \\
& \times \exp \left\{i \left[q_{1} z_{1}+q_{2} z_{2}+m_{1}\left(\varphi_{1}-\widetilde{\varphi}\right)\right.\right. \\
& \left.\left.+m_{2}\left(\varphi_{2}-\widetilde{\varphi}\right)\right]\right\} \tag{61}
\end{align*}
$$

where $\widetilde{\varphi}$ is an arbitrary polar angle defined in the laboratory frame. Applying Eq. (61) to Eq. (60), we obtain

$$
\begin{align*}
\phi_{\alpha}\left(m_{1}\right. & \left., q_{1} ; m_{2}, q_{2} ; \widetilde{\varphi}\right) \\
= & \frac{\exp \left[-i\left(m_{1}+m_{2}\right) \widetilde{\varphi}\right]}{(2 \pi)^{4} D_{0}^{2}} K_{m_{1}}\left(R Q\left(q_{1}\right)\right) K_{m_{2}}\left(R Q\left(q_{2}\right)\right) \\
& \times \int \mathrm{d}^{3} r \delta \alpha(\mathbf{r}) \exp \left[i\left(q_{1}+q_{2}\right) z+i\left(m_{1}+m_{2}\right) \varphi\right] \\
& \times I_{m_{1}}\left(\rho Q\left(q_{1}\right)\right) I_{m_{2}}\left(\rho Q\left(q_{2}\right)\right) \tag{62}
\end{align*}
$$

Now we define a new data function by

$$
\begin{align*}
& \psi_{\alpha}\left(q_{1}, q_{2} ; \widetilde{\varphi}\right) \\
& \quad=\sum_{m_{1}, m_{2}=-\infty}^{\infty} \frac{(2 \pi)^{4} D_{0}^{2} \phi_{\alpha}\left(m_{1}, q_{1} ; m_{2}, q_{2} ; \widetilde{\varphi}\right)}{K_{m_{1}}\left(R Q\left(q_{1}\right)\right) K_{m_{2}}\left(R Q\left(q_{2}\right)\right)} \tag{63}
\end{align*}
$$

and use the equality

$$
\begin{equation*}
q_{1,2}=\left[\frac{\eta^{4}+4 k^{2} \zeta^{2}-\zeta^{4}}{4\left(\eta^{2}-\zeta^{2}\right)} \pm \frac{\eta \zeta}{2}\left(\frac{4 k^{2}}{\eta^{2}-\zeta^{2}}+1\right)^{1 / 2}\right]^{1 / 2} \tag{69}
\end{equation*}
$$

and the direction of the unit vector ê coincides with that of $\zeta$ (note that $\zeta$ is guaranteed to have a definite direction, since its complex Cartesian components have the same phase). In the new variables, integral equation (63) has the form

$$
\begin{equation*}
\psi_{\alpha}(\eta, \zeta)=\int \mathrm{d}^{3} r \delta \alpha(\mathbf{r}) \exp (i \eta z+\zeta \cdot \boldsymbol{\rho}) \tag{70}
\end{equation*}
$$

which can be formally inverted as was described in Section 3. Note that in the case of cylindrical geometry the Laplace part of the inverse transformation is two dimensional (it is one dimensional in the planar geometry).

As in the case of planar geometry, inversion of Eq. (70) requires an analytic continuation of the Fouriertransformed data function to complex values of $q_{1}$ and $q_{2}$. The inversion kernel can be written as

$$
\begin{align*}
K_{\alpha}\left(\boldsymbol{\rho}, z ; \varphi_{1}, z_{1}, \varphi_{2}, z_{2}\right)= & -2 \pi D_{0}^{2} \sum_{m_{1}, m_{2}=-\infty}^{\infty} \exp \left[i\left(m_{1} \varphi_{1}+m_{2} \varphi_{2}\right)\right] \int_{-\infty}^{\infty} \mathrm{d} \eta \exp (-i \eta z) \\
& \times \int \mathrm{d}^{2} \zeta \frac{\exp \left[-\zeta \cdot \boldsymbol{\rho}-i\left(m_{1}+m_{2}\right) \widetilde{\varphi}+i\left(q_{1} z_{1}+q_{2} z_{2}\right)\right]}{K_{m_{1}}\left(R Q\left(q_{1}\right)\right) K_{m_{2}}\left(R Q\left(q_{2}\right)\right)} \tag{71}
\end{align*}
$$

$$
\begin{equation*}
\sum_{m=-\infty}^{\infty} I_{m}(w) \exp (i m \theta)=\exp (w \cos \theta) \tag{64}
\end{equation*}
$$

to show that

$$
\begin{align*}
\psi_{\alpha}\left(q_{1}, q_{2} ; \widetilde{\varphi}\right)= & \int \mathrm{d}^{3} r \delta \alpha(\mathbf{r}) \exp \left[i\left(q_{1}+q_{2}\right) z\right. \\
& \left.+\boldsymbol{\rho} \cdot \hat{\mathbf{e}}\left(Q\left(q_{1}\right)+Q\left(q_{2}\right)\right)\right] \tag{65}
\end{align*}
$$

where $\hat{\mathbf{e}}$ is the unit vector perpendicular to the cylinder axis and is characterized by the polar angle $\widetilde{\varphi}$.

As in the case of the planar geometry, Eq. (65) resembles the Fourier-Laplace transform of $\delta \alpha$. Following the main idea of Section 3, we introduce new variables $\eta$ and $\zeta$ according to

$$
\begin{align*}
\eta & =q_{1}+q_{2}  \tag{66}\\
\zeta & =\left(Q\left(q_{1}\right)+Q\left(q_{2}\right)\right) \hat{\mathbf{e}} . \tag{67}
\end{align*}
$$

Here $\zeta$ is a two-dimensional vector perpendicular to the cylinder axis. The transformation is invertible and maps the three-dimensional manifold determined by ( $\left.q_{1}, q_{2}, \hat{\mathbf{e}}\right)$ onto the three-dimensional manifold of $(\eta, \zeta)$. The Jacobian is given by

$$
\begin{equation*}
J=\frac{\partial(\eta, \zeta)}{\partial\left(q_{1}, q_{2}, \hat{\mathbf{e}}\right)}=\left[\frac{q_{2}}{Q\left(q_{2}\right)}-\frac{q_{1}}{Q\left(q_{1}\right)}\right]\left[Q\left(q_{1}\right)+Q\left(q_{2}\right)\right] \tag{68}
\end{equation*}
$$

and vanishes only when $q_{1}=q_{2}$. The solution of Eqs. (66) and (67) for $q_{1}, q_{2}$ has the form
where $\widetilde{\varphi}$ is the angle between $\zeta$ and $\rho$, and the variables $q_{1}, q_{2}$ must be expressed in terms of $\zeta$ and $\eta$ according to Eq. (69).

The reconstruction described in this section employs a transformation of the data function that depends on a unit vector $\hat{\mathbf{e}}$ (which is determined by the polar angle $\widetilde{\varphi}$ ). It is important to emphasize that $\widetilde{\varphi}$ can be varied from 0 to $2 \pi$. One can also develop an approach in which the reconstruction procedure utilizes two mathematically independent unit vectors (see subsection 4.D). In the case of the spherical geometry discussed below (Section 5) two unit vectors are required for the reconstruction procedure.
B. Reconstruction of the Diffusion Coefficient

We proceed with the reconstruction of the diffusion coefficient by rewriting Eq. (11) with $\delta \alpha=0$ and using representation (13) for the Green's functions in cylindrical coordinates. The analog of Eq. (60) is

$$
\begin{align*}
\phi_{D}\left(\varphi_{1}, z_{1} ;\right. & \left.\varphi_{2}, z_{2}\right) \\
= & \frac{1}{(2 \pi)^{4} D_{0}^{2}} \sum_{m_{1}, m_{2}=-\infty}^{\infty} \exp \left[i\left(m_{1} \varphi_{1}-m_{2} \varphi_{2}\right)\right] \\
& \times \int_{-\infty}^{\infty} \mathrm{d} q_{1} \int_{-\infty}^{\infty} \mathrm{d} q_{2} \exp \left[i\left(q_{1} z_{1}-q_{2} z_{2}\right)\right] \\
& \times K_{m_{1}}\left(R Q\left(q_{1}\right)\right) K_{m_{2}}\left(R Q\left(q_{2}\right)\right) \int \mathrm{d}^{3} r \delta D(\mathbf{r}) \\
& \times\left[\nabla_{\mathbf{r}} \exp \left[-i\left(q_{1} z+m_{1} \varphi\right)\right] I_{m_{1}}\left(\rho Q\left(q_{1}\right)\right)\right] \\
& \cdot\left[\nabla_{\mathbf{r}} \exp \left[i\left(q_{2} z+m_{2} \varphi\right)\right] I_{m_{2}}\left(\rho Q\left(q_{2}\right)\right)\right] . \tag{72}
\end{align*}
$$

After Fourier transformation using Eq. (61), this becomes

$$
\begin{align*}
\phi_{D}\left(m_{1}\right. & \left., q_{1} ; m_{2}, q_{2} ; \widetilde{\varphi}\right) \\
= & (2 \pi)^{4} D_{0}^{2} \exp \left[-i\left(m_{1}+m_{2}\right) \widetilde{\varphi}\right] \\
\quad \times & K_{m_{1}}\left(R Q\left(q_{1}\right)\right) K_{m_{2}}\left(R Q\left(q_{2}\right)\right) \\
& \times \int \mathrm{d}^{3} r \delta \alpha(\mathbf{r})\left\{\nabla_{\mathbf{r}} \exp \left[i\left(q_{1} z+m_{1} \varphi\right)\right] I_{m_{1}}\left(\rho Q\left(q_{1}\right)\right)\right\} \\
& \cdot\left\{\nabla_{\mathbf{r}} \exp \left[i\left(q_{2} z+m_{2} \varphi\right)\right] I_{m_{2}}\left(\rho Q\left(q_{2}\right)\right)\right\} . \tag{73}
\end{align*}
$$

Now we define the new data function $\psi_{D}$ according to Eq. (63) and use Eq. (64) to obtain

$$
\begin{align*}
\psi_{D}\left(q_{1}, q_{2} ; \widetilde{\varphi}\right)= & \int \mathrm{d}^{3} r \delta D(\mathbf{r})\left[\nabla_{\mathbf{r}} \exp \left(i q_{1} z+\boldsymbol{\rho} \cdot \hat{\mathbf{e}} Q\left(q_{1}\right)\right)\right] \\
& \cdot\left[\nabla_{\mathbf{r}} \exp \left(i q_{2} z+\boldsymbol{\rho} \cdot \hat{\mathbf{e}} Q\left(q_{2}\right)\right)\right] . \tag{74}
\end{align*}
$$

At this point, the action of the gradient operators can be easily evaluated. The result is

$$
\begin{align*}
\psi_{D}\left(q_{1}, q_{2} ; \widetilde{\varphi}\right)= & {\left[Q\left(q_{1}\right) Q\left(q_{2}\right)-q_{1} q_{2}\right] } \\
& \times \int \mathrm{d}^{3} r \delta D(\mathbf{r}) \exp \left\{i\left(q_{1}+q_{2}\right) z\right. \\
& \left.+\left[Q\left(q_{1}\right)+Q\left(q_{2}\right)\right] \hat{\mathbf{e}} \cdot \boldsymbol{\rho}\right\} \tag{75}
\end{align*}
$$

In the new variables defined by Eqs. (66) and (67), this equation can be rewritten as

$$
\begin{equation*}
\psi_{D}(\eta, \zeta)=\frac{\zeta^{2}-\eta^{2}-2 k^{2}}{2} \int \mathrm{~d}^{3} r \delta D(\mathbf{r}) \exp (i \eta z+\zeta \cdot \boldsymbol{\rho}), \tag{76}
\end{equation*}
$$

where we have used

$$
\begin{equation*}
Q\left(q_{1}\right) Q\left(q_{2}\right)-q_{1} q_{2}=\frac{\zeta^{2}-\eta^{2}-2 k^{2}}{2} \tag{77}
\end{equation*}
$$

which can be directly derived from Eq. (69).
The reconstruction of $\delta D$ can be carried out by applying the inverse Fourier-Laplace transform to the function $2 \psi_{D} /\left(\zeta^{2}-\eta^{2}-2 k^{2}\right)$. The inversion kernel is given by Eq. (71), where the integrand must be multiplied by the additional factor $2 /\left(\zeta^{2}-\eta^{2}-2 k^{2}\right)$.

## C. Simultaneous Reconstruction of $\delta \alpha$ and $\delta D$

In the case when both $\delta \alpha$ and $\delta D$ are nonzero, the data function is defined by the general equation (11). We define the function $\psi_{\text {tot }}$ by analogy to Eq. (63):

$$
\begin{align*}
\psi_{\mathrm{tot}}\left(q_{1}\right. & \left., q_{2} ; \widetilde{\varphi}\right) \\
& =\sum_{m_{1}, m_{2}=-\infty}^{\infty} \frac{(2 \pi)^{4} D_{0}^{2} \phi_{\mathrm{tot}}\left(m_{1}, q_{1} ; m_{2}, q_{2} ; \widetilde{\varphi}\right)}{K_{m_{1}}\left(R Q\left(q_{1}\right)\right) K_{m_{2}}\left(R Q\left(q_{2}\right)\right)} . \tag{78}
\end{align*}
$$

Combining the derivations of Subsections 4.A and 4.B, we can see that

$$
\begin{align*}
\psi_{\text {tot }}(\eta, \zeta, k)= & \int \mathrm{d}^{3} r[\delta \alpha(\mathbf{r})+c(\eta, \zeta, k) \delta D(\mathbf{r})] \\
& \times \exp (i \eta z+\zeta \cdot \boldsymbol{\rho}) \tag{79}
\end{align*}
$$

where $c(\eta, \zeta, k)=k^{2}\left(\zeta^{2}+\eta^{2}\right) /\left(\zeta^{2}-\eta^{2}\right)$ and we have indicated the explicit dependence on $k$. It is important
that $\delta \alpha$ and $\delta D$ in Eq. (79) do not depend on $k$ explicitly. As was discussed in Subsection 3.C, we can treat $\eta, \zeta$, and $k$ as mathematically independent variables and use two different modulation frequencies to obtain a system of equations for $\delta \alpha$ and $\delta D$. These equations can be solved for every pair of values $\eta$ and $\zeta$, and thus $\delta \alpha$ and $\delta D$ can be reconstructed with the inverse Fourier-Laplace transform.

## D. Reconstruction with Two Unit Vectors in the Cylindrical Geometry

It is possible to develop an approach slightly different from the one described in Subsections 4.A-4.C. That is we introduce two different and mathematically independent polar angles, $\widetilde{\varphi}_{1}$ and $\widetilde{\varphi}_{2}$, and two corresponding unit vectors, $\hat{\mathbf{e}}_{1}$ and $\hat{\mathbf{e}}_{2}$. Instead of Eq. (61), we define the Fourier-transformed data function according to

$$
\begin{align*}
\phi_{\alpha}\left(m_{1}\right. & \left., q_{1} ; m_{2}, q_{2} ; \widetilde{\varphi}_{1}, \widetilde{\varphi}_{2}\right) \\
= & \int_{-\infty}^{\infty} \mathrm{d} z_{1} \int_{-\infty}^{\infty} \mathrm{d} z_{2} \int_{0}^{2 \pi} \mathrm{~d} \varphi_{1} \int_{0}^{2 \pi} \mathrm{~d} \varphi_{2} \phi_{\alpha}\left(\varphi_{1}, z_{1} ; \varphi_{2}, z_{2}\right) \\
& \times \exp \left\{i \left[q_{1} z_{1}+q_{2} z_{2}+m_{1}\left(\varphi_{1}-\widetilde{\varphi}_{1}\right)\right.\right. \\
& \left.\left.+m_{2}\left(\varphi_{2}-\widetilde{\varphi}_{2}\right)\right]\right\} . \tag{80}
\end{align*}
$$

This leads to the following expression for $\psi_{\alpha}$, which is now a function of $q_{1}, q_{2}, \widetilde{\varphi}_{1}, \widetilde{\varphi}_{2}$ :

$$
\begin{align*}
\psi_{\alpha}\left(q_{1}, q_{2} ; \widetilde{\varphi}_{1}, \widetilde{\varphi}_{2}\right)= & \int \mathrm{d}^{3} r \delta \alpha(\mathbf{r}) \exp \left[i\left(q_{1}+q_{2}\right) z\right. \\
& \left.+\boldsymbol{\rho} \cdot\left(\hat{\mathbf{e}}_{1} Q\left(q_{1}\right)+\hat{\mathbf{e}}_{2} Q\left(q_{2}\right)\right)\right] \tag{81}
\end{align*}
$$

Now we introduce new variables, $\eta$ and $\zeta$, similar to the those in Eqs. (66) and (67):

$$
\begin{align*}
\eta & =q_{1}+q_{2}  \tag{82}\\
\zeta & =\hat{\mathbf{e}}_{1} Q\left(q_{1}\right)+\hat{\mathbf{e}}_{2} Q\left(q_{2}\right) \tag{83}
\end{align*}
$$

The above transformation maps the four-dimensional manifold ( $q_{1}, q_{2}, \hat{\mathbf{e}}_{1}, \hat{\mathbf{e}}_{2}$ ) onto a three-dimensional manifold ( $\eta, \zeta$ ) and is not uniquely invertible. The results in Subsections 4.A-4.C were obtained by restricting attention to the three dimensional submanifold defined by $\hat{\mathbf{e}}_{1}$ $=\hat{\mathbf{e}}_{2}=\hat{\mathbf{e}}$. Another approach, which we discuss in this subsection, is to let $\hat{\mathbf{e}}_{1}$ and $\hat{\mathbf{e}}_{2}$ be independent and require instead that $q_{1}=q_{2}=q$. This leads to

$$
\begin{align*}
\eta & =2 q  \tag{84}\\
\zeta & =Q(q)\left(\hat{\mathbf{e}}_{1}+\hat{\mathbf{e}}_{2}\right) \tag{85}
\end{align*}
$$

Using the above definitions of $\eta$ and $\zeta$, we will invert Eq. (70). For this purpose, $\psi_{\alpha}(\eta, \zeta)$ must be evaluated for $\eta$ 's varying along the real axis and the Cartesian components of $\zeta$ along the imaginary axis. The first is easily achieved because $q_{1,2}$ in Eq. (61) can vary from $-\infty$ to $\infty$. However, as follows from Eq. (85), the second condition cannot be achieved because $\hat{\mathbf{e}}_{1,2}$ are by definition unit vectors with real components, and analytic continuation of the data function to complex values of $\hat{\mathbf{e}}_{1,2}$ is problematic. Instead, the Laplace transform can be inverted by discretizing the transformed function and mapping the integral equation onto a system of linear algebraic equations.

## 5. SPHERICAL GEOMETRY

For the spherical geometry, sources and detectors are located on the surface of a sphere of radius $R$. The data function depends on the azimuthal and polar angles $\theta$ and $\varphi$ of the sources and detectors. Equivalently, we can view the data function as a function of two unit vectors, $\hat{\mathbf{r}}_{1}$ and $\hat{\mathbf{r}}_{2}$, pointing in the direction of sources and detectors, respectively.

## A. Reconstruction of the Absorption Coefficient

Using representation (14) of $G_{0}$, we can write the data function in the case $\delta D=0$ :

$$
\begin{align*}
& \phi_{\alpha}\left(\hat{\mathbf{r}}_{1}, \hat{\mathbf{r}}_{2}\right) \\
& =\left(\frac{k}{2 \pi^{2} D_{0}}\right)^{2} \sum_{l_{1}, l_{2}=0}^{\infty}\left(2 l_{1}+1\right)\left(2 l_{2}+1\right) k_{l_{1}}(k R) k_{l_{2}}(k R) \\
& \quad \times \int \mathrm{d}^{3} r \delta \alpha(\mathbf{r}) i_{l_{1}}(k r) i_{l_{2}}(k r) P_{l_{1}}\left(\hat{\mathbf{r}} \cdot \hat{\mathbf{r}}_{1}\right) P_{l_{2}}\left(\hat{\mathbf{r}} \cdot \hat{\mathbf{r}}_{1}\right) \tag{86}
\end{align*}
$$

The analog of the Fourier transformation of the data function defined on a sphere is integration with respect to the function $P_{l_{1}}\left(\hat{\mathbf{e}}_{1} \cdot \hat{\mathbf{r}}_{1}\right) P_{l_{2}}\left(\hat{\mathbf{e}}_{2} \cdot \hat{\mathbf{r}}_{2}\right)$, where $\hat{\mathbf{e}}_{1}$, $\hat{\mathbf{e}}_{2}$ are two arbitrary unit vectors. The transformation of the $\phi$ function is defined by

$$
\begin{align*}
\phi_{\alpha}\left(l_{1}, l_{2} ; \hat{\mathbf{e}}_{1}, \hat{\mathbf{e}}_{2}\right)= & \int \phi_{\alpha}\left(\hat{\mathbf{r}}_{1}, \hat{\mathbf{r}}_{2}\right) P_{l_{1}}\left(\hat{\mathbf{e}}_{1} \cdot \hat{\mathbf{r}}_{1}\right) \\
& \times P_{l_{2}}\left(\hat{\mathbf{e}}_{2} \cdot \hat{\mathbf{r}}_{2}\right) \mathrm{d} \Omega_{1} \mathrm{~d} \Omega_{2} \tag{87}
\end{align*}
$$

where $\mathrm{d} \Omega_{1,2}$ is an element of solid angle in the direction of the corresponding unit vector.

Applying transformation (87) to data function (86) and using the orthogonality of Legendre polynomials in the form

$$
\begin{equation*}
\int P_{l_{1}}(\hat{\mathbf{a}} \cdot \hat{\mathbf{x}}) P_{l_{2}}(\hat{\mathbf{b}} \cdot \hat{\mathbf{x}}) \mathrm{d} \Omega_{\hat{x}}=\frac{4 \pi \delta_{l_{1} l_{2}}}{2 l_{1}+1} P_{l_{1}}(\hat{\mathbf{a}} \cdot \hat{\mathbf{b}}) \tag{88}
\end{equation*}
$$

we obtain

$$
\begin{align*}
\phi_{\alpha}\left(l_{1},\right. & \left.l_{2} ; \hat{\mathbf{e}}_{1}, \hat{\mathbf{e}}_{2}\right) \\
= & \left(\frac{2 k}{\pi D_{0}}\right)^{2} k_{l_{1}}(k R) k_{l_{2}}(k R) \\
& \times \int \mathrm{d}^{3} r \delta \alpha(\mathbf{r}) i_{l_{1}}(k r) i_{l_{2}}(k r) P_{l_{1}}\left(\hat{\mathbf{r}} \cdot \hat{\mathbf{e}}_{1}\right) P_{l_{2}}\left(\hat{\mathbf{r}} \cdot \hat{\mathbf{e}}_{2}\right) . \tag{89}
\end{align*}
$$

Next, we use the plane wave expansion in the form

$$
\begin{equation*}
\exp (\mathbf{a} \cdot \mathbf{b})=\sum_{l=0}^{\infty}(2 l+1) i_{l}(a b) P_{l}(\hat{\mathbf{a}} \cdot \hat{\mathbf{b}}) \tag{90}
\end{equation*}
$$

and define the new data function as

$$
\begin{align*}
\psi_{\alpha}\left(\hat{\mathbf{e}}_{1}, \hat{\mathbf{e}}_{2}\right)= & \sum_{l_{1}, l_{2}=0}^{\infty}\left(\frac{\pi D_{0}}{2 k}\right)^{2} \\
& \times \frac{\left(2 l_{1}+1\right)\left(2 l_{2}+1\right) \phi_{\alpha}\left(l_{1}, l_{2} ; \hat{\mathbf{e}}_{1}, \hat{\mathbf{e}}_{2}\right)}{k_{l_{1}}(k R) k_{l_{2}}(k R)} \tag{91}
\end{align*}
$$

It readily follows from Eq. (90) and application of the transformation (91) to the data function (89) that

$$
\begin{equation*}
\psi_{a}\left(\hat{\mathbf{e}}_{1}, \hat{\mathbf{e}}_{2}\right)=\int \mathrm{d}^{3} r \delta \alpha(\mathbf{r}) \exp \left[k\left(\hat{\mathbf{e}}_{1}+\hat{\mathbf{e}}_{2}\right) \cdot \mathbf{r}\right] . \tag{92}
\end{equation*}
$$

The above equation has the form of a threedimensional Laplace transform of the absorption coefficient $\delta \alpha$. As in the case of the cylindrical geometry with two unit vectors discussed in Subsection 4.D, analytic continuation to complex values of $\zeta=k\left(\hat{\mathbf{e}}_{1}+\hat{\mathbf{e}}_{2}\right)$, which is necessary for analytic inversion of Eq. (92), is problematic. For this reason, we are not able to write an analytic expression for the inversion kernel. However, numerical inversion of Eq. (92) is quite feasible.

## B. Reconstruction of the Diffusion Coefficient

The reconstruction of the diffusion coefficient is easily achieved by following the general procedures outlined in the previous sections. Again, we perform all the transformations of Subsection 5.A, retaining the gradient operators under the integral, and calculate the action of the latter at the last stage. In particular, the expression for $\psi_{D}$ becomes

$$
\begin{align*}
& \psi_{D}\left(\hat{\mathbf{e}}_{1}, \hat{\mathbf{e}}_{2}\right) \\
& \quad=\int \mathrm{d}^{3} r \delta D(\mathbf{r})\left[\nabla_{\mathbf{r}} \exp \left(k \hat{\mathbf{e}}_{1} \cdot \mathbf{r}\right)\right] \cdot\left[\nabla_{\mathbf{r}} \exp \left(k \hat{\mathbf{e}}_{2} \cdot \mathbf{r}\right)\right] \tag{93}
\end{align*}
$$

which is easily evaluated and yields

$$
\begin{align*}
& \psi_{D}\left(\hat{\mathbf{e}}_{1}, \hat{\mathbf{e}}_{2}\right) \\
& \quad=k^{2}\left(\hat{\mathbf{e}}_{1} \cdot \hat{\mathbf{e}}_{2}\right) \int \mathrm{d}^{3} r \delta D(\mathbf{r}) \exp \left[k\left(\hat{\mathbf{e}}_{1}+\hat{\mathbf{e}}_{2}\right) \cdot \mathbf{r}\right] \tag{94}
\end{align*}
$$

Equation (94) is similar to Eq. (92), except that $\psi_{\alpha}\left(\hat{\mathbf{e}}_{1}, \hat{\mathbf{e}}_{2}\right)$ is replaced by $\psi_{D}\left(\hat{\mathbf{e}}_{1}, \hat{\mathbf{e}}_{2}\right) / k^{2}\left(\hat{\mathbf{e}}_{1} \cdot \hat{\mathbf{e}}_{2}\right)$, and all the arguments at the end of Subsection 5.A apply.

## C. Simultaneous reconstruction of $\delta \alpha$ and $\delta D$

To carry out simultaneous reconstruction of $\delta \alpha$ and $\delta D$ we must find the two integrals containing $\delta \alpha$ and $\delta D$ from the equation for the total data function:

$$
\begin{align*}
\psi_{\mathrm{tot}}\left(\hat{\mathbf{e}}_{1}, \hat{\mathbf{e}}_{2}\right)= & \int \mathrm{d}^{3} r\left[\delta \alpha(\mathbf{r})+k^{2}\left(\hat{\mathbf{e}}_{1} \cdot \hat{\mathbf{e}}_{2}\right) \delta D(\mathbf{r})\right] \\
& \left.\times \exp \left[k\left(\hat{\mathbf{e}}_{1}+\hat{\mathbf{e}}_{2}\right) \cdot \mathbf{r}\right)\right] \tag{95}
\end{align*}
$$

In principle, this can be achieved by considering two modulation frequencies and viewing the coefficient $k^{2}\left(\hat{\mathbf{e}}_{1}\right.$ - $\hat{\mathbf{e}}_{2}$ ) as explicitly depending on $k$. However, the implicit dependence of the integrands on $k$ is suppressed only if we perform two measurements for ( $k, \hat{\mathbf{e}}_{1}, \hat{\mathbf{e}}_{2}$ ) and ( $\left.k^{\prime}, \hat{\mathbf{e}}_{1}^{\prime}, \hat{\mathbf{e}}_{2}^{\prime}\right)$ such that $k\left(\hat{\mathbf{e}}_{1}+\hat{\mathbf{e}}_{2}\right)=k^{\prime}\left(\hat{\mathbf{e}}_{1}^{\prime}+\hat{\mathbf{e}}_{2}^{\prime}\right)$, thus keeping the variable $\zeta$ constant. This is possible if the
complex numbers $k$ and $k^{\prime}$ have the same phase and $\hat{\mathbf{e}}_{1}$ $+\hat{\mathbf{e}}_{2}$ and $\hat{\mathbf{e}}_{1}^{\prime}+\hat{\mathbf{e}}_{2}^{\prime}$ have the same direction. But as follows from definition (4) varying the modulation frequency changes the phase of $k$. Therefore the data function for two different values of $k$ with the same complex phase can be obtained only by analytic continuation, as described in Subsection 3.E. This in turn requires measurements with multiple modulation frequencies. Therefore unlike in the cases of the planar and the cylindrical geometries, simultaneous reconstruction of $\delta \alpha$ and $\delta D$ in the spherical geometry requires measurements with many different modulation frequencies rather than just two.

## 6. DISCUSSION

In this paper we have demonstrated that the inverse problem of reconstructing the absorption and diffusion coefficients of a highly scattering medium probed by diffuse light has a unique solution. The derivations were performed without consideration of boundary conditions in three different geometries. In all cases the data function, determined as a function of the locations of the sources and the detectors, has four degrees of freedom, whereas the reconstructed functions have only three degrees of freedom. This makes the problem overdetermined, and, as is well known from the theory of linear operators, the existence of a unique solution is not guaranteed in this case. However, we have shown that it is possible to restrict the domain of the data function to a threedimensional manifold in such a way that a certain uniquely defined transformation of the experimentally measurable data function becomes the Fourier-Laplace transform of the function that is to be reconstructed. This fact guarantees that the quantity to be reconstructed is uniquely defined by this restriction of the data function, provided that the data are physically admissible.

Inversion formulas based on the Fourier-Laplace transform were derived. These formulas were verified for pointlike absorbers and scatterers. However, their numerical stability, especially in the presence of noise, has to be further investigated. The results also have practical significance for the interpretation of inversion formulas based on singular-value decomposition, which are better suited for numerical work but do not guarantee that the obtained result will coincide with the true solution.

It is interesting to note that the Laplace part of the inverse Fourier-Laplace transformation is one dimensional in the case of planar geometry, two dimensional in the case of the cylindrical geometry, and three dimensional for the spherical geometry. This fact can be easily interpreted geometrically: In the case of the planar geometry the Fourier part of transformation is associated with the longitudinal (two-dimensional) coordinates and the Laplace transformation is associated with the transverse coordinate; in the case of the cylindrical geometry the Fourier transformation is associated with the cylinder axis; and, finally, in the case of spherical geometry, there is no Fourier part. Thus the Fourier part of the transformation is associated with the directions in space that have translational invariance in the absence of inhomogeneities. Since the Laplace transform is known to be nu-
merically unstable, we can conclude that the computationally preferable geometrical setting is planar.

The results of numerical calculations will be presented in the third paper in this series. The most serious problem in practical application of the formulas derived here is numerical inversion of the Laplace transform. A number of methods for such inversion have been employed in different areas of physics. ${ }^{36-40}$ Typically, some a priori knowledge about the reconstructed function is required to make the inversion numerically stable. In Part III of this series we will present a method based on singularvalue decomposition that does not require such knowledge and is numerically stable in the presence of noise.
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